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Executive Summary

The aim of this study is the technical evaluation of de-identification methods based

on decentralization, in particular methods of distributed and federated learning

for personal data in concrete use cases in the mobility domain. The General

Data Protection Regulation (GDPR) has significantly increased the incentive and

effort for companies to process personal data in compliance with the law. This

includes the creation, distribution, storage and deletion of personal data. Non-

compliance with the GDPR and other legislation now poses a significant financial

risk to companies that work with personal data. With a substancial increase in

computing power at the users’ side, distributed and federated learning techniques

provide a promising path for de-identification of personal data. Such methods and

techniques enable organizations to store and process sensitive user data locally.

To do so, a sub-model of the main model that processes data is stored in the local

environment of the users. Since only necessary updates are transmitted between

the submodel and the main model, two advantages can be achieved from this

approach. First, there is no central database, which makes it immensely difficult

for potential attackers to obtain large amounts of data. Second, only fragments of

the locally stored data are transferred to the main model. In the first work package

of this report, suitable use cases for this study are identified through a scientific

literature review. The following use cases are identified and analyzed with regard

to data, benefits, model and sensible data: Traffic flow prediction, Energy demand

prediction, Eco-routing, Autonomous driving, Vehicular object detection, Parking

space estimation.

In the second work package, attack scenarios and general countermeasures against

these attacks are discussed. To do so, relevant transmission paths, data types and

trust scenarios are considered. On the one hand, it can be seen that Federated

Learning has a high potential to improve the communication between entities in

different scenarios and thus to also improve the accuracy and usability of the appli-
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cations. On the other hand, we find that Federated Learning is not a standalone

privacy preserving machine learning technique and needs to be combined with

other techniques. In the last work package, countermeasures that can be used in

combination with Federated Learning are discussed. A designated test network

is created to evaluate the potentially achievable level of data protection for the

identified use cases.
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1 WP1 - Identifying Use Cases

The aim of WP1 is to identify use-cases that have the potential to benefit from de-

centralized/federated learning. Thereby, we build upon the results of the previous

project [FAT, 2021] in which several potentially suitable use cases were identified.

In this work package we additionally focus on the identification of new use cases

that benefit from additional privacy protection, or such use cases that cannot be

implemented using conventional privacy-preserving methods. The objective of this

work package is twofold: Firstly, to conduct a literature review to identify existing

use cases in which federated learning is implemented and to assess which criteria

and requirements need to be met to ensure applicability of federated/decentralized

learning. Secondly, to check whether and how the identified solutions can be trans-

ferred to use cases relevant to this work. In the beginning we set the following

requirements for the use cases. First, the use case has to be implemented in a

vehicle scenario or close to it. This means, entities involved should be vehicles

or entities directly communicating with vehicles. Second, the use case should be

realistic. Keeping in mind that we aim to build a demonstrator in WP3 the use

cases are required to be likely to be implemented. Moreover, for realistic use cases

the probability is higher that data or previous research exists. Third, the use case

needs to be computable. With limited resources on the edge and in the vehicle,

the use case should be able to run on devices with limited computational capacity.

1.1 Literature Review

To obtain an extensive overview of existing federated learning models in the ve-

hicular domain we investigated relevant literature from scopus and google scholar.

Thereby, we identified 62 scientific publication that are listed in table 1.2.6 in

the appendix. The table lists only paper which include federated learning and a

vehicle-related topic in the abstract or description.
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1.2 Results

In this section we take a closer look at the existing use cases we found in the

literature review. We provide a brief description of the use case. Moreover, we

identify the benefit of federated learning for the respective use case.

1.2.1 Traffic flow prediction

Interested parties in traffic flow prediction are manifold and include all types of

vehicle users, e.g., taxi drivers or parcel delivery services.

Although models for traffic flow prediction already exist, Liu et al. [2020] and

Xu and Mao [2020] claim that traffic flow prediction with federated learning can

highly profit from the decentralized learning because data sharing issues can be

overcome. The data sharing issues are illustrated in figure 1.1. Liu et al. [2020]

also provide the example of traffic flow cameras, that cannot easily share data

because the collected pictures contain sensitive information e.g. vehicle license

plates (VLP).

Figure 1.1 – Fuel optimization by route choice [Liu et al., 2020]

With federated learning, models can become more accurate and more up to date

because no anonymization at a central B-IP is required. At the same time, the

data of participating vehicles (horizontal federated learning) is kept secret and

with vertical federated learning, different institutions can share their data.
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Table 1.1 – Traffic Flow Prediction

Data Intersections, Streetcameras, Smart Sensors, Radar

Benefits
Higher accuracy, more up to date models because data can be shared
among entities

Model Traffic monitoring/prediction, Route predition
Sensible Data GPS, VIN/ID, Faces

1.2.2 Energy Demand Prediction

Saputra et al. [2019] propose a faderated learning based energy demand prediction

scheme that is utilizying the charging station data (see 1.2). The charging stations

are clustered based on their energy demand prediction in high and low demand

areas. Although this topic is highly relevant for the change in transportation,

taking more sustainable solutions into account, we will not further consider this

use case because it does not exhibit on board vehicle data.

Figure 1.2 – Energy demand prediction [Saputra et al., 2019]

Table 1.2 – Energy demand prediction

Data Location of CSs in Dundee City, UK, 2017 and 2018
Model Energy demand prediction of next period (high/low region cluster)
Benefit Better energy planning for EGO
Sensible Data Log files with all transactions of EVs charging (CS ID, EV ID)
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1.2.3 Eco-routing

Oh et al. [2019] present a dataset collected from 383 vehicles in Ann Arbor, Michi-

gan, USA. The data includes time-series data such as speed, energy, fuel and

auxiliary power usage. They also include different types of vehicles that are 27

PHEV/EVs 92 HEVs and 264 gasoline vehicle. Figure 1.3 and figure 1.3 show how

different routes can effect time and fuel consumption.

Figure 1.3 – Fuel optimization by route choice [Oh et al., 2019]

Figure 1.4 – Different fuel consumption by route Oh et al. [2019]

With cities trying to reduce their CO2 emissions, an energy consumption opti-

mized route planning can help to reduce CO2. The model could also be optimized

in a way that areas that exhibit a very high CO2 value are bypassed.
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This scenario could well profit from a federated learning network. A model

could be trained with the routes driven. The central server collects the weights for

a route prediction model that optimizes the fuel consumption.

Table 1.3 – Eco-routing

Data 383 vehicles in Ann Arbor, Michigan, USA
Benefits Reduce/manage C02 emission in cities
Model Route prediction with optimized fuel consumption
Sensible Data GPS, VIN/ID

1.2.4 Autonomous Driving

Autonomous driving is one of the key technologies for future traffic concepts. But

rather than a single tasks, autonomous driving combines a variety of different

machine learning applications. Elbir and Coleri [2020] have classified these appli-

cations that are shown in figure 1.5.

Figure 1.5 – Autonomous driving tasks for machine learning Elbir and Coleri [2020]

When it comes to constantly updated machine learning applications, federated

learning is one of the key technologies. Especially for classification tasks, such as

object detection and identification, federated learning can be used. Some applica-

tions will be explained in more detail in the following.

1.2.5 Vehicular Object Detection

In general, there is a huge amount of object detection tasks that are often used in

the vehicular environment [Wang et al., 2021]. This can range from simple traffic
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signs to the detection of clothes people are wearing. The most prominent examples

that were identified in the literature review are presented in the following:

Traffic Sign Classification

One machine learning application that often is related to driving is the classifi-

cation of traffic signs. While this problem has already be tackled in literature, a

federated learning based framework as e.g. proposed by Nuding and Mayer [2020]

is new.

Licence Plate Identification

The recognition of license plate is a very good example of highly sensible data

in the public area. Although the license number is public available, tracing and

profiling are likely if licence plate data is merged from different sources. This will

open the door to further attacks. Kong et al. [2021] claim that one of the main use

cases of licence plate identification are with the traffic authorities. Examples are

identification of parking violators. Up to them, especially in China, road cameras

are used to spot such violations. But also with a police officer making photos with

a mobile device, a reliable and trustworthy identification of license plate numbers

is important.

Figure 1.6 – License plate recognition [Kong et al., 2021]

The main challenges in this field, are management and control of transport,

privacy issues and the requirement of large resources for computation, especially

in big cities.
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Table 1.4 – Vehicular Object Detection

Benefit Learn objects from other countries
Sensible Data GPS, Face, Walk

Federated learning can help to connect isolated islands of data and increase

the privacy of each vehicle driver/owner by keeping the licence plate information

locally. Although a lot of data about the domestic licence plates might be available,

foreign license plates might be a problem that can be overcome with federated

learning.

1.2.6 Parking Space Estimation

Space estimation when parking a vehicle is used in mostly every up to date vehicle.

But especially complicated situations that are not contained in the original training

data are hard to train. Huang et al. [2021a] propose a shared LSTM model for

parking space estimation. Their model structure is shown in figure 1.7 , Lu et al.

[2021]

Figure 1.7 – Parking Huang et al. [2021a]

Table 1.5 – Parking Space Estimation

Data Vehicle and parking lot sensors
Benefits Learn complicated parking situations
Model Parking lot operator
Sensible Data Camera data, sensor data, location
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In this scenario, federated learning has two advantages. First, private data

sharing is possible among different entities and second, this enables the training

of complicated situations

Paper Author Date Abstract Application

Privacy-

Preserving

Traffic Flow

Prediction:

A Federated

Learning Ap-

proach

Liu

Y., Yu

J.J.Q.,

Kang

J., Niy-

ato D.,

Zhang

S.

2020 Existing traffic flow forecasting approaches by deep learning models

achieve excellent success based on a large volume of data sets gath-

ered by governments and organizations. However, these data sets may

contain lots of user’s private data, which is challenging the current pre-

diction approaches as user privacy is calling for the public concern in

recent years. Therefore, how to develop accurate traffic prediction while

preserving privacy is a significant problem to be solved, and there is a

tradeoff between these two objectives. To address this challenge, we in-

troduce a privacy-preserving machine learning technique named feder-

ated learning (FL) and propose an FL-based gated recurrent unit neural

network algorithm (FedGRU) for traffic flow prediction (TFP). FedGRU

differs from current centralized learning methods and updates univer-

sal learning models through a secure parameter aggregation mechanism

rather than directly sharing raw data among organizations. In the se-

cure parameter aggregation mechanism, we adopt a federated averag-

ing algorithm to reduce the communication overhead during the model

parameter transmission process. Furthermore, we design a joint an-

nouncement protocol to improve the scalability of FedGRU. We also

propose an ensemble clustering-based scheme for TFP by grouping the

organizations into clusters before applying the FedGRU algorithm. Ex-

tensive case studies on a real-world data set demonstrate that FedGRU

can produce predictions that are merely 0.76 km/h worse than the state

of the art in terms of mean average error under the privacy preservation

constraint, confirming that the proposed model develops accurate traffic

predictions without compromising the data privacy. © 2014 IEEE.

Traffic

flow pre-

diction

Federated

Learning with

Blockchain for

Autonomous

Vehicles: Anal-

ysis and Design

Challenges

Pokhrel

S.R.,

Choi J.

2019 We propose an autonomous blockchain-based federated learning (BFL)

design for privacy-aware and efficient vehicular communication net-

working, where local on-vehicle machine learning (oVML) model up-

dates are exchanged and verified in a distributed fashion. BFL enables

oVML without any centralized training data or coordination by utiliz-

ing the consensus mechanism of the blockchain. Relying on a renewal

reward approach, we develop a mathematical framework that features

the controllable network and BFL parameters (e.g., the retransmission

limit, block size, block arrival rate, and the frame sizes) so as to cap-

ture their impact on the system-level performance. More importantly,

our rigorous analysis of oVML system dynamics quantifies the end-to-

end delay with BFL, which provides important insights into deriving

optimal block arrival rate by considering communication and consen-

sus delays. We present a variety of numerical and simulation results

highlighting various non-trivial findings and insights for adaptive BFL

design. In particular, based on analytical results, we minimize the sys-

tem delay by exploiting the channel dynamics and demonstrate that

the proposed idea of tuning the block arrival rate is provably online

and capable of driving the system dynamics to the desired operating

point. It also identifies the improved dependency on other blockchain

parameters for a given set of channel conditions, retransmission limits,

and frame sizes. However, a number of challenges (gaps in knowledge)

need to be resolved in order to realise these changes. In particular, we

identify key bottleneck challenges requiring further investigations, and

provide potential future reserach directions. An early version of this

work has been accepted for presentation in IEEE WCNC Wksps 2020

[1]. © 2020 IEEE.

Vehicle

to ve-

hicle

commu-

nication
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Paper Author Date Abstract Application

Deep-

Reinforcement-

Learning-

Based Mode

Selection and

Resource Al-

location for

Cellular V2X

Communica-

tions

Zhang

X., Peng

M., Yan

S., Sun

Y.

2020 Cellular vehicle-to-everything (V2X) communication is crucial to sup-

port future diverse vehicular applications. However, for safety-critical

applications, unstable vehicle-to-vehicle (V2V) links, and high signaling

overhead of centralized resource allocation approaches become bottle-

necks. In this article, we investigate a joint optimization problem of

transmission mode selection and resource allocation for cellular V2X

communications. In particular, the problem is formulated as a Markov

decision process, and a deep reinforcement learning (DRL)-based decen-

tralized algorithm is proposed to maximize the sum capacity of vehicle-

to-infrastructure users while meeting the latency and reliability require-

ments of V2V pairs. Moreover, considering training limitation of local

DRL models, a two-timescale federated DRL algorithm is developed to

help obtain robust models. Wherein, the graph theory-based vehicle

clustering algorithm is executed on a large timescale and in turn, the

federated learning algorithm is conducted on a small timescale. The

simulation results show that the proposed DRL-based algorithm out-

performs other decentralized baselines, and validate the superiority of

the two-timescale federated DRL algorithm for newly activated V2V

pairs. © 2014 IEEE.

Vehicle

to ve-

hicle

commu-

nication

Joint Intelli-

gence Ranking

by Federated

Multiplicative

Update

Zhang

C., Liu

Y.,

Wang

L., Liu

Y.,

Li L.,

Zheng

N.

2020 The joint intelligence ranking of intelligent systems like autonomous

driving is of great importance for building a more general, extensive,

and universally accepted intelligence evaluation scheme. However, due

to issues such as privacy security and industry or area competition, the

integration of isolated test results may face large unimaginable diffi-

culty in information security and encrypted model training. To address

this, we derive the federated multiplicative update (FMU) algorithm

with boundary constraints to solve the nonnegative matrix factoriza-

tion based joint intelligence ranking. The encrypted learning process

is developed to alternate original computation steps in multiplicative

update algorithms. Owning feasible property for the fast convergence

and secure exchange of variables, the proposed framework outperforms

the previous work on both real and simulated data. Further experimen-

tal analysis reveals that the introduced federated mechanism does not

harm the overall time efficiency. © 2001-2011 IEEE.

Intelligence

Ranking

An improved

traffic con-

gestion moni-

toring system

based on feder-

ated learning

Xu C.,

Mao Y.

2020 This study introduces a software-based traffic congestionmonitoring

system. The transportation system controls the traffic between cities

all over the world. Traffic congestion happens not only in cities, but

also on highways and other places. The current transportation system

is not satisfactory in the area without monitoring. In order to improve

the limitations of the current traffic system in obtaining road data and

expand its visual range, the system uses remote sensing data as the data

source for judging congestion. Since some remote sensing data needs to

be kept confidential, this is a problem to be solved to effectively protect

the safety of remote sensing data during the deep learning training pro-

cess. Compared with the general deep learning training method, this

study provides a federated learning method to identify vehicle targets in

remote sensing images to solve the problem of data privacy in the train-

ing process of remote sensing data. The experiment takes the remote

sensing image data sets of Los Angeles Road and Washington Road as

samples for training, and the training results can achieve an accuracy

of about 85%, and the estimated processing time of each image can be

as low as 0.047 s. In the final experimental results, the system can au-

tomatically identify the vehicle targets in the remote sensing images to

achieve the purpose of detecting congestion. © 2020 by the authors.

Traffic

flow pre-

diction
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Paper Author Date Abstract Application

Inter-

stakeholders

Relationship in

the Envisioned

Autonomous

Driving Era

Khan

M.A.,

Kulkarni

P., El

Sayed

H.

2020 Autonomous vehicles are expected to arrive sooner than expected. Au-

tonomous vehicles of higher automation rely on both on-board and on-

road deployed sensory data. Advanced approaches to improve the situa-

tional awareness of autonomous vehicle suggest to implement federated

learning, where the raw data need to be transferred from vehicles to

edges or clouds and vice-versa. This consequently generates dynami-

cally varying communication link demands. The envisioned new era of

autonomous driving demands the strong interplay of key stakeholders

like: city authorities and communication network providers. In this

paper, we study this relationship, where the traffic efficiency on differ-

ent road segments may be achieved by incentivizing the autonomous

vehicles through better communication resources on alternate routes.

We model profit functions of the involved stakeholder. To carryout ex-

periments, we use real traffic data of 8 months, which were collected

through sensors deployed at Ernst-Reuter-Platz, Berlin, Germany. We

developed an extensive validation framework to validate the approach,

which comprises of SUMO, network simulator, and contributed mod-

ules. Results show that proposed approach achieves the traffic efficiency

and help network operators to use the under-utilized network resources

on the alternate paths. © 2020 ACM.

Traffic

flow pre-

diction

Improving

TCP Perfor-

mance over

WiFi for Inter-

net of Vehicles:

A Federated

Learning Ap-

proach

Pokhrel

S.R.,

Choi J.

2020 We propose a novel communication efficient and privacy preserving fed-

erated learning framework for enhancing the performance of Internet of

Vehicles (IoV), wherein on-vehicle learning models are trained by ex-

changing inputs, outputs and their learning parameters locally. More-

over, we use analytic modeling as a tool for reasoning and developing

the required IoV scenario and stabilize their data flow dynamics by con-

sidering TCP CUBIC streams over WiFi networks to prove our idea. ©
1967-2012 IEEE.

Vehicle

to ve-

hicle

commu-

nication

Exploiting Un-

labeled Data

in Smart Cities

using Fed-

erated Edge

Learning

Albaseer

A.,

Ciftler

B.S.,

Ab-

dallah

M., Al-

Fuqaha

A.

2020 Privacy concerns are considered one of the main challenges in smart

cities as sharing sensitive data induces threatening problems in peo-

ple’s lives. Federated learning has emerged as an effective technique

to avoid privacy infringement as well as increase the utilization of the

data. However, there is a scarcity in the amount of labeled data and an

abundance of unlabeled data collected in smart cities; hence there is a

necessity to utilize semi-supervised learning. In this paper, we present

the primary design aspects for enabling federated learning at the edge

networks taking into account the problem of unlabeled data. We pro-

pose a semi-supervised federated edge learning method called FedSem

that exploits unlabeled data in real-time. FedSem algorithm is divided

into two phases. The first phase trains a global model using only the

labeled data. In the second phase, Fedsem injects unlabeled data into

the learning process using the pseudo labeling technique and the model

developed in the first phase to improve the learning performance. We

carried out several experiments using the traffic signs dataset as a case

study. Our results show that FedSem can achieve accuracy by up to 8%

by utilizing the unlabeled data in the learning process. © 2020 IEEE.

Traffic

flow pre-

diction

Learning Co-

operation

Schemes for

Mobile Edge

Computing

Empowered

Internet of

Vehicles

Cao J.,

Zhang

K., Wu

F., Leng

S.

2020 Intelligent Transportation System has emerged as a promising paradigm

providing efficient traffic management while enabling innovative trans-

port services. The implementation of ITS always demands intensive

computation processing under strict delay constraints. Machine Learn-

ing empowered Mobile Edge Computing (MEC), which brings intelligent

computing service to the proximity of smart vehicles, is a potential ap-

proach to meet the processing demands. However, directly offloading

and calculating these computation tasks in MEC servers may seriously

impair the privacy of end users. To address this problem, we leverage

federated learning in MEC empowered internet of vehicles to protect

task data privacy. Moreover, we propose optimized learning coopera-

tion schemes, which adaptively take smart vehicles and road side units

to act as learning agents, and significantly reduce the learning costs in

task execution. Numerical results demonstrate the effectiveness of our

schemes. © 2020 IEEE.

Vehicle

to ve-

hicle

commu-

nication
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Paper Author Date Abstract Application

Time-

dependent

decentralized

routing us-

ing federated

learning

Wilbur

M.,

Samal

C.,

Talusan

J.P., Ya-

sumoto

K.,

Dubey

A.

2020 Recent advancements in cloud computing have driven rapid develop-

ment in data-intensive smart city applications by providing near real

time processing and storage scalability. This has resulted in efficient

centralized route planning services such as Google Maps, upon which

millions of users rely. Route planning algorithms have progressed in

line with the cloud environments in which they run. Current state of

the art solutions assume a shared memory model, hence deployment is

limited to multiprocessing environments in data centers. By central-

izing these services, latency has become the limiting parameter in the

technologies of the future, such as autonomous cars. Additionally, these

services require access to outside networks, raising availability concerns

in disaster scenarios. Therefore, this paper provides a decentralized

route planning approach for private fog networks. We leverage recent

advances in federated learning to collaboratively learn shared predic-

tion models online and investigate our approach with a simulated case

study from a mid-size U.S. city. © 2020 IEEE.

Navigation

Federated

Learning for

Data Privacy

Preservation

in Vehicular

Cyber-Physical

Systems

Lu Y.,

Huang

X.,

Dai Y.,

Mahar-

jan S.,

Zhang

Y.

2020 Recent developments in technologies such as MEC and AI contribute

significantly in accelerating the deployment of VCPS. Techniques such

as dynamic content caching, efficient resource allocation, and data shar-

ing play a crucial role in enhancing the service quality and user driving

experience. Meanwhile, data leakage in VCPS can lead to physical

consequences such as endangering passenger safety and privacy, and

causing severe property loss for data providers. The increasing vol-

ume of data, the dynamic network topology, and the availability of

limited resources make data leakage in VCPS an even more challeng-

ing problem, especially when it involves multiple users and multiple

transmission channels. In this article, we first propose a secure and

intelligent architecture for enhancing data privacy. Then we present

our new privacy-preserving federated learning mechanism and design a

two-phase mitigating scheme consisting of intelligent data transforma-

tion and collaborative data leakage detection. Numerical results based

on a real-world dataset demonstrate the effectiveness of our proposed

scheme and show that our scheme achieves good accuracy, efficiency,

and high security. © 1986-2012 IEEE.

Vehicle

to ve-

hicle

commu-

nication

A Decentral-

ized Federated

Learning Ap-

proach for

Connected

Autonomous

Vehicles

Pokhrel

S.R.,

Choi J.

2020 In this paper, we propose an autonomous blockchain-based federated

learning (BFL) design for privacy-aware and efficient vehicular commu-

nication networking, where local on-vehicle machine learning (oVML)

model updates are exchanged and verified in a distributed fashion.

BFL enables on-vehicle machine learning without any centralized train-

ing data or coordination by utilizing the consensus mechanism of the

blockchain. Relying on a renewal reward approach, we develop a math-

ematical framework that features the controllable network and BFL pa-

rameters, such as the retransmission limit, block size, block arrival rate,

and the frame sizes, so as to capture their impact on the system-level

performance. More importantly, our rigorous analysis of oVML system

dynamics quantifies the end-to-end delay with BFL, which provides im-

portant insights into deriving optimal block arrival rate by considering

communication and consensus delays. © 2020 IEEE.

Vehicle

to ve-

hicle

commu-

nication

Blockchain

Empowered

Asynchronous

Federated

Learning for

Secure Data

Sharing in

Internet of

Vehicles

Lu Y.,

Huang

X.,

Zhang

K.,

Mahar-

jan S.,

Zhang

Y.

2020 In Internet of Vehicles (IoV), data sharing among vehicles for collab-

orative analysis can improve the driving experience and service qual-

ity. However, the bandwidth, security and privacy issues hinder data

providers from participating in the data sharing process. In addition,

due to the intermittent and unreliable communications in IoV, the re-

liability and efficiency of data sharing need to be further enhanced. In

this paper, we propose a new architecture based on federated learning to

relieve transmission load and address privacy concerns of providers. To

enhance the security and reliability of model parameters, we develop

a hybrid blockchain architecture which consists of the permissioned

blockchain and the local Directed Acyclic Graph (DAG). Moreover, we

propose an asynchronous federated learning scheme by adopting Deep

Reinforcement Learning (DRL) for node selection to improve the effi-

ciency. The reliability of shared data is also guaranteed by integrating

learned models into blockchain and executing a two-stage verification.

Numerical results show that the proposed data sharing scheme provides

both higher learning accuracy and faster convergence. © 1967-2012

IEEE.

Internet

of Vehi-

cles

11



Paper Author Date Abstract Application

Poisoning At-

tacks in Feder-

ated Learning:

An Evaluation

on Traffic Sign

Classification

Nuding

F.,

Mayer

R.

2020 Federated Learning has recently gained attraction as a means to ana-

lyze data without having to centralize it from initially distributed data

sources. Generally, this is achieved by only exchanging and aggregat-

ing the parameters of the locally learned models. This enables better

handling of sensitive data, e.g. of individuals, or business related con-

tent. Applications can further benefit from the distributed nature of

the learning by using multiple computer resources, and eliminating net-

work communication overhead. Adversarial Machine Learning in gen-

eral deals with attacks on the learning process, and backdoor attacks

are one specific attack that tries to break the integrity of a model by

manipulating the behavior on certain inputs. Recent work has shown

that despite the benefits of Federated Learning, the distributed setting

also opens up new attack vectors for adversaries. In this paper, we thus

specifically study this manipulation of the training process to embed

a backdoor on the example of a dataset for traffic sign classification.

Extending earlier work, we specifically include the setting of sequen-

tial learning, in additional to parallel averaging, and perform a broad

analysis on a number of different settings. © 2020 ACM.

Traffic

sign

classifi-

cation

Differentially

private asyn-

chronous fed-

erated learning

for mobile

edge comput-

ing in urban

informatics

Lu Y.,

Huang

X.,

Dai Y.,

Mahar-

jan S.,

Zhang

Y.

2019 Driven by technologies such as mobile edge computing and 5G, recent

years have witnessed the rapid development of urban informatics, where

a large amount of data is generated. To cope with the growing data,

artificial intelligence algorithms have been widely exploited. Federated

learning is a promising paradigm for distributed edge computing, which

enables edge nodes to train models locally without transmitting their

data to a server. However, the security and privacy concerns of feder-

ated learning hinder its wide deployment in urban applications such as

vehicular networks. In this article, we propose a differentially private

asynchronous federated learning scheme for resource sharing in vehicu-

lar networks. To build a secure and robust federated learning scheme,

we incorporate local differential privacy into federated learning for pro-

tecting the privacy of updated local models. We further propose a ran-

dom distributed update scheme to get rid of the security threats led by

a centralized curator. Moreover, we perform the convergence boosting

in our proposed scheme by updates verification and weighted aggrega-

tion. We evaluate our scheme on three real-world datasets. Numerical

results show the high accuracy and efficiency of our proposed scheme,

whereas preserve the data privacy. © 2005-2012 IEEE.

Vehicle

to ve-

hicle

commu-

nication

Distributed

Federated

Learning for

Ultra-Reliable

Low-Latency

Vehicular

Communica-

tions

Samarakoon

S., Ben-

nis M.,

Saad

W.,

Debbah

M.

2019 In this paper, the problem of joint power and resource allocation

(JPRA) for ultra-reliable low-latency communication (URLLC) in ve-

hicular networks is studied. Therein, the network-wide power con-

sumption of vehicular users (VUEs) is minimized subject to high re-

liability in terms of probabilistic queuing delays. Using extreme value

theory (EVT), a new reliability measure is defined to characterize ex-

treme events pertaining to vehicles’ queue lengths exceeding a prede-

fined threshold. To learn these extreme events, assuming they are in-

dependently and identically distributed over VUEs, a novel distributed

approach based on federated learning (FL) is proposed to estimate the

tail distribution of the queue lengths. Considering the communication

delays incurred by FL over wireless links, Lyapunov optimization is used

to derive the JPRA policies enabling URLLC for each VUE in a dis-

tributed manner. The proposed solution is then validated via extensive

simulations using a Manhattan mobility model. Simulation results show

that FL enables the proposed method to estimate the tail distribution

of queues with an accuracy that is close to a centralized solution with

up to 79% reductions in the amount of exchanged data. Furthermore,

the proposed method yields up to 60% reductions of VUEs with large

queue lengths, while reducing the average power consumption by two

folds, compared to an average queue-based baseline. © 2019 IEEE.

Vehicle

to ve-

hicle

commu-

nication
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Paper Author Date Abstract Application

Federated

Learning for

Vehicular

Internet of

Things: Recent

Advances and

Open Issues

Du Z.,

Wu C.,

Yoshi-

naga

T., Yau

K.A., Ji

Y., Li J.

2020 Federated learning (FL) is a distributed machine learning approach that

can achieve the purpose of collaborative learning from a large amount

of data that belong to different parties without sharing the raw data

among the data owners. FL can sufficiently utilize the computing ca-

pabilities of multiple learning agents to improve the learning efficiency

while providing a better privacy solution for the data owners. FL at-

tracts tremendous interests from a large number of industries due to

growing privacy concerns. Future vehicular Internet of Things (IoT)

systems, such as cooperative autonomous driving and intelligent trans-

port systems (ITS), feature a large number of devices and privacy-

sensitive data where the communication, computing, and storage re-

sources must be efficiently utilized. FL could be a promising approach

to solve these existing challenges. In this paper, we first conduct a

brief survey of existing studies on FL and its use in wireless IoT. Then

we discuss the significance and technical challenges of applying FL in

vehicular IoT, and point out future research directions. CCBY

Vehicle

to ve-

hicle

commu-

nication

Energy de-

mand pre-

diction with

federated

learning for

electric vehicle

networks

Saputra

Y.M.,

Hoang

D.T.,

Nguyen

D.N.,

Dutkiewicz

E.,

Mueck

M.D.,

Srikan-

teswara

S.

2019 In this paper, we propose novel approaches using state-of-the-art ma-

chine learning techniques, aiming at predicting energy demand for elec-

tric vehicle (EV) networks. These methods can learn and find the cor-

relation of complex hidden features to improve the prediction accuracy.

First, we propose an energy demand learning (EDL)-based prediction

solution in which a charging station provider (CSP) gathers information

from all charging stations (CSs) and then performs the EDL algorithm

to predict the energy demand for the considered area. However, this

approach requires frequent data sharing between the CSs and the CSP,

thereby driving communication overhead and privacy issues for the EVs

and CSs. To address this problem, we propose a federated energy de-

mand learning (FEDL) approach which allows the CSs sharing their

information without revealing real datasets. Specifically, the CSs only

need to send their trained models to the CSP for processing. In this

case, we can significantly reduce the communication overhead and ef-

fectively protect data privacy for the EV users. To further improve the

effectiveness of the FEDL, we then introduce a novel clustering- based

EDL approach for EV networks by grouping the CSs into clusters be-

fore applying the EDL algorithms. Through experimental results, we

show that our proposed approaches can improve the accuracy of energy

demand prediction up to 24.63% and decrease communication overhead

by 83.4% compared with other baseline machine learning algorithms.

© 2019 IEEE.

Energy

demand

predic-

tion

Federated

Learning for

Ultra-Reliable

Low-Latency

V2V Commu-

nications

Samarakoon

S., Ben-

nis M.,

Saad

W.,

Debbah

M.

2018 In this paper, a novel joint transmit power and resource allocation ap-

proach for enabling ultra-reliable low-latency communication (URLLC)

in vehicular networks is proposed. The objective is to minimize the

network-wide power consumption of vehicular users (VUEs) while en-

suring high reliability in terms of probabilistic queuing delays. In par-

ticular, a reliability measure is defined to characterize extreme events

(i.e., when vehicles’ queue lengths exceed a predefined threshold with

non-negligible probability) using extreme value theory (EVT). Lever-

aging principles from federated learning (FL), the distribution of these

extreme events corresponding to the tail distribution of queues is es-

timated by VUEs in a decentralized manner. Finally, Lyapunov opti-

mization is used to find the joint transmit power and resource allocation

policies for each VUE in a distributed manner. The proposed solution is

validated via extensive simulations using a Manhattan mobility model.

It is shown that FL enables the proposed distributed method to esti-

mate the tail distribution of queues with an accuracy that is very close

to a centralized solution with up to 79% reductions in the amount of

data that need to be exchanged. Furthermore, the proposed method

yields up to 60% reductions of VUEs with large queue lengths, without

an additional power consumption, compared to an average queue-based

baseline. Compared to systems with fixed power consumption and fo-

cusing on queue stability while minimizing average power consumption,

the reductions in extreme events of the proposed method is about two

orders of magnitude. © 2018 IEEE.

Vehicle

to ve-

hicle

commu-

nication
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Paper Author Date Abstract Application

Federated

Learning in

Vehicular

Networks

Ahmet

M. El-

bir,

Burak

Soner,

Sinem

Coleri

2020 Machine learning (ML) has already been adopted in vehicular networks

for such applications as autonomous driving, road safety prediction and

vehicular object detection, due to its model-free characteristic, allowing

adaptive fast response. However, the training of the ML model brings

significant overhead for the data transmission between the parameter

server and the edge devices in the vehicles. Federated learning (FL)

framework has been recently introduced as an efficient tool with the

goal of reducing this transmission overhead while also achieving privacy

through the transmission of only the model updates of the learnable pa-

rameters rather than the whole dataset. In this article, we investigate

the usage of FL over ML in vehicular network applications to develop

intelligent transportation systems. We provide a comprehensive anal-

ysis on the feasibility of FL for the ML based vehicular applications.

Then, we identify the major challenges from both learning perspective,

i.e., data labeling and model training, and from the communications

point of view, i.e., data rate, reliability, transmission overhead/delay,

privacy and resource management. Finally, we highlight related future

research directions for FL in vehicular networks. © arXiv:2006.01412

[eess.SP]

Intelligent

trans-

porta-

tion

systems

Federated

Learning in

Vehicular Edge

Computing:

A Selective

Model Ag-

gregation

Approach

D. Ye,

R. Yu,

M. Pan

and Z.

Han

21

Jan-

uary

2020

Federated learning is a newly emerged distributed machine learning

paradigm, where the clients are allowed to individually train local deep

neural network (DNN) models with local data and then jointly ag-

gregate a global DNN model at the central server. Vehicular edge

computing (VEC) aims at exploiting the computation and communi-

cation resources at the edge of vehicular networks. Federated learning

in VEC is promising to meet the ever-increasing demands of artificial

intelligence (AI) applications in intelligent connected vehicles (ICV).

Considering image classification as a typical AI application in VEC,

the diversity of image quality and computation capability in vehicu-

lar clients potentially affects the accuracy and efficiency of federated

learning. Accordingly, we propose a selective model aggregation ap-

proach, where “fine” local DNN models are selected and sent to the

central server by evaluating the local image quality and computation

capability. Regarding the implementation of model selection, the cen-

tral server is not aware of the image quality and computation capability

in the vehicular clients, whose privacy is protected under such a fed-

erated learning framework. To overcome this information asymmetry,

we employ two-dimension contract theory as a distributed framework

to facilitate the interactions between the central server and vehicular

clients. The formulated problem is then transformed into a tractable

problem through successively relaxing and simplifying the constraints,

and eventually solved by a greedy algorithm. Using two datasets, i.e.,

MNIST and BelgiumTSC, our selective model aggregation approach is

demonstrated to outperform the original federated averaging (FedAvg)

approach in terms of accuracy and efficiency. Meanwhile, our approach

also achieves higher utility at the central server compared with the

baseline approaches. © 2020 IEEE.

Centralized

data ex-

change

14



Paper Author Date Abstract Application

Blockchain-

Supported

Federated

Learning for

Trustworthy

Vehicular

Networks

S.

Otoum,

I. Al

Ridhawi

and

H. T.

Mouftah

2020 The advances in today’s IoT devices and machine learning methods have

given rise to the concept of Federated Learning. Through such a tech-

nique, a plethora of network devices collaboratively train and update a

mutual machine learning model while protecting their individual data-

sets. Federated learning proves its effectiveness in tackling communi-

cation efficiency and privacy-safeguarding issues. Moreover, blockchain

was introduced to solve many network issues in regard to data privacy

and network single point of failure. In this article, we introduce a so-

lution that integrates both federated learning and blockchain to ensure

both data privacy and network security. We present a framework to

decentralize the mutual machine learning models on end-devices. A

blockchain-based consensus solution as a second line of privacy is used

to ensure trustworthy shared training on the fog. The proposed model

enables on-end device machine learning without any centralized train-

ing of the data nor coordination by utilizing a consensus method in the

blockchain. We evaluate and verify our proposed model through simu-

lation to showcase the effectiveness of the adapted scheme in terms of

accuracy, energy consumption, and lifetime rate, along with throughput

and latency metrics. The proposed model performs with an accuracy

rate of ≈ 0.97. © 2020 IEEE

Trustworthy

vehic-

ular

network

Federated

Learning in

Vehicular

Networks: Op-

portunities and

Solutions

J. Pos-

ner, L.

Tseng,

M. Alo-

qaily

and Y.

Jarar-

weh

22

Febru-

ary

2021

The emerging advances in personal devices and privacy concerns have

given the rise to the concept of Federated Learning. Federated Learn-

ing proves its effectiveness and privacy preservation through collabo-

rative local training and updating a shared machine learning model

while protecting the individual data-sets. This article investigates a

new type of vehicular network concept, namely a Federated Vehicular

Network (FVN), which can be viewed as a robust distributed vehicu-

lar network. Compared to traditional vehicular networks, an FVN has

centralized components and utilizes both DSRC and mmWave commu-

nication to achieve more scalable and stable performance. As a result,

FVN can be used to support data-/computation-intensive applications

such as distributed machine learning and Federated Learning. The ar-

ticle first outlines the enabling technologies of FVN. Then, we briefly

discuss the high-level architecture of FVN and explain why such an

architecture is adequate for Federated Learning. In addition, we use

auxiliary Blockchain-based systems to facilitate transactions and miti-

gate malicious behaviors. Next, we discuss in detail one key component

of FVN, a federated vehicular cloud (FVC), that is used for sharing

data and models in FVN. In particular, we focus on the routing inside

FVCs and present our solutions and preliminary evaluation results. Fi-

nally, we point out open problems and future research directions of this

disruptive technology. ©2021 IEEE

Vehicular

network

concept

Energy-Aware

Blockchain

and Federated

Learning-

Supported

Vehicular

Networks

M. Alo-

qaily,

I. A.

Ridhawi

and M.

Guizani

17.

Aug

21

The aerial capabilities and flexibility in movement of Unmanned Aerial

Vehicles (UAVs) has enabled them to adaptively provide both tradi-

tional and more contemporary services. In this article, we introduce a

solution that integrates the capabilities of both UAVs and Unmanned

Ground Vehicles (UGVs) to provide both intelligent connectivity and

services to both aerial and ground connected devices. A cooperative

solution is adopted that considers nodes’ power and movement con-

straints. The UAV and UGV cooperative process ensures continuous

power availability to UAVs to support seamless and continuous ser-

vice availability to end-devices. A Federated Learning (FL) approach

is adopted at the edge to ensure accurate and up-to-date service pro-

visioning in accordance with the surrounding environment and network

constraints. Moreover, Blockchain technology is used to decentralize the

provisioning and control aspects, and ensure authenticity and integrity.

Extensive simulations are conducted to test the soundness and applica-

bility of the proposed solution. Results show significant improvement

in terms of connectivity, service availability, and UAV energy enhance-

ments when compared to traditional mobile and vehicular communica-

tion techniques. ©2021 IEEE

Vehicular

commu-

nication

15



Paper Author Date Abstract Application

Federated

Learning

Meets Con-

tract Theory:

Economic-

Efficiency

Framework for

Electric Vehicle

Networks

Y. M.

Sapu-

tra, D.

Nguyen,

H. T.

Dinh,

T. X.

Vu, E.

Dutkiewicz

and S.

Chatzino-

tas

21

De-

cem-

ber

2020

In this paper, we propose a novel economic-efficiency framework for an

electric vehicle (EV) network to maximize the profits for charging sta-

tions (CSs). To that end, we first introduce an energy demand predic-

tion method for CSs leveraging federated learning approaches, in which

each CS can exchange its learned model with other CSs to improve the

learning quality. Based on the predicted energy demands, each CS can

reserve energy from the smart grid provider (SGP) in advance to op-

timize its profit. Nonetheless, due to the competition among the CSs

as well as unknown information from the SGP, we develop a multi-

principal one-agent (MPOA) contract-based method to address these

issues. In particular, we formulate the CSs’ profit maximization as a

non-collaborative energy contract problem under the SGP’s unknown

information and common constraints, and other CSs’ contracts. To

solve this problem, we transform it into an equivalent low-complexity

problem and develop an iterative algorithm to find the optimal con-

tracts for the CSs. Through simulation results, we demonstrate that

our proposed framework can enhance energy demand prediction accu-

racy up to 24.63% compared with other machine learning algorithms.

Furthermore, our proposed framework can outperform other economic

models by 48% and 36% in terms of the CSs’ utilities and social welfare

of the network, respectively. ©2020 IEEE

Communication

among

charging

stations

Federated

Learning Meets

Contract The-

ory: Energy-

Efficient

Framework

for Electric Ve-

hicle Networks

Yuris

Mulya

Saputra,

Diep N.

Nguyen,

Dinh

Thai

Hoang,

Thang

Xuan

Vu,

Eryk

Dutkiewicz,

Symeon

Chatzino-

tas

2020 In this paper, we propose a novel energy-efficient framework for an elec-

tric vehicle (EV) network using a contract theoretic-based economic

model to maximize the profits of charging stations (CSs) and improve

the social welfare of the network. Specifically, we first introduce CS-

based and CS clustering-based decentralized federated energy learning

(DFEL) approaches which enable the CSs to train their own energy

transactions locally to predict energy demands. In this way, each CS

can exchange its learned model with other CSs to improve prediction

accuracy without revealing actual datasets and reduce communication

overhead among the CSs. Based on the energy demand prediction,

we then design a multi-principal one-agent (MPOA) contract-based

method. In particular, we formulate the CSs’ utility maximization as

a non-collaborative energy contract problem in which each CS maxi-

mizes its utility under common constraints from the smart grid provider

(SGP) and other CSs’ contracts. Then, we prove the existence of an

equilibrium contract solution for all the CSs and develop an iterative al-

gorithm at the SGP to find the equilibrium. Through simulation results

using the dataset of CSs’ transactions in Dundee city, the United King-

dom between 2017 and 2018, we demonstrate that our proposed method

can achieve the energy demand prediction accuracy improvement up to

24.63% and lessen communication overhead by 96.3% compared with

other machine learning algorithms. Furthermore, our proposed method

can outperform non-contract-based economic models by 35% and 36%

in terms of the CSs’ utilities and social welfare of the network, respec-

tively. ©arXiv:2004.01828

Decentralized

commu-

nication

among

charging

stations

Secure-

Enhanced

Federated

Learning for

AI-Empowered

Electric Ve-

hicle Energy

Prediction

W.

Wang,

M. H.

Fida,

Z. Lian,

Z. Yin,

Q-V.

Pham,

T. R.

Gadekallu,

K. Dev,

C. Su.

30.

Sep

21

Although AI-empowered schemes bring some sound solutions to stim-

ulate more reasonable energy distribution schemes between charging

stations (CSs) and a charging stationproviders (CSP), frequent data

sharing between them is possible to incur many security and privacy

breaches. To solve these problems, federated learning (FL) is an ideal

solution thatonly requires CSs to upload local models instead of de-

tailed data. Although the CSs electricity consumption needs not to

beexposed to the server directly, FL-based schemes still have been ex-

cavated several security threats such as information exploiting attacks,

data poisoning attacks, model poisoning attacks, andfree-riding attacks.

Hence, in this paper, both the effectiveness of energy management and

the potential risks of FL for electricvehicle infrastructures (EVIs) are

considered, we propose alightweight authentication FL-based energy de-

mand predictionfor EVIs with premium-penalty mechanism. Security

analysis andperformance evaluation prove that our proposed framework

cangenerate an accurate electricity demand prediction framework to de-

fend multiple FL attacks for EVIs.© 2021 IEEE Consumer Electronics

Magazine

Energy

demand

predic-

tion
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Paper Author Date Abstract Application

Privacy-

preserving

blockchain-

based feder-

ated learning

for traffic flow

prediction

Yuanhang

Qi, M.

Shamim

Hossain,

Jiang-

tian Nie,

Xuandi

Li

2020 As accurate and timely traffic flow information is extremely important

for traffic management, traffic flow prediction has become a vital com-

ponent of intelligent transportation systems. However, existing traffic

flow prediction methods based on centralized machine learning need to

gather raw data for model training, which involves serious privacy ex-

posure risks. To address these problems, federated learning that shares

model updates without exchanging raw data, has recently been intro-

duced as an efficient solution for achieving privacy protection. However,

the existing federated learning frameworks are based on a centralized

model coordinator that still suffers from severe security challenges, such

as a single point of failure. Thereby, a consortium blockchain-based fed-

erated learning framework is proposed to enable decentralized, reliable,

and secure federated learning without a centralized model coordinator.

In the proposed framework, the model updates from distributed vehi-

cles are verified by miners to prevent unreliable model updates and are

then stored on the blockchain. In addition, to further protect model

privacy on the blockchain, a differential privacy method with a noise-

adding mechanism is applied for the blockchain-based federated learn-

ing framework. Numerical results illustrate that the proposed schemes

can effectively prevent data poisoning attacks and improve the privacy

protection of model updates for secure and privacy-preserving traffic

flow prediction. © 2020 Elsevier B.V.

Traffic

flow pre-

diction

Dual

Attention-

Based Feder-

ated Learning

for Wireless

Traffic Predic-

tion

C.

Zhang,

S. Dang,

B. Shi-

hada

and

M. -S.

Alouini

2021 Wireless traffic prediction is essential for cellular networks to realize in-

telligent network operations, such as load-aware resource management

and predictive control. Existing prediction approaches usually adopt

centralized training architectures and require the transferring of huge

amounts of traffic data, which may raise delay and privacy concerns

for certain scenarios. In this work, we propose a novel wireless traffic

prediction framework named Dual Attention-Based Federated Learn-

ing (FedDA), by which a high-quality prediction model is trained col-

laboratively by multiple edge clients. To simultaneously capture the

various wireless traffic patterns and keep raw data locally, FedDA first

groups the clients into different clusters by using a small augmenta-

tion dataset. Then, a quasi-global model is trained and shared among

clients as prior knowledge, aiming to solve the statistical heterogeneity

challenge confronted with federated learning. To construct the global

model, a dual attention scheme is further proposed by aggregating the

intra-and inter-cluster models, instead of simply averaging the weights

of local models. We conduct extensive experiments on two real-world

wireless traffic datasets and results show that FedDA outperforms state-

of-the-art methods. The average mean squared error performance gains

on the two datasets are up to 10% and 30%, respectively. ©2021 IEEE

Traffic

predic-

tion

Multi-Task

Federated

Learning for

Traffic Pre-

diction and

Its Applica-

tion to Route

Planning

T. Zeng;

J. Guo;

K. J.

Kim; K.

Parsons;

P. Or-

lik; S. Di

Cairano;W.

Saad.

2021 A novel multi-task federated learning (FL) framework is proposed in

this paper to optimize the traffic prediction models without sharing the

collected data among traffic stations. In particular, a divisive hierarchi-

cal clustering is first introduced to partition the collected traffic data

at each station into different clusters. The FL is then implemented to

collaboratively train the learning model for each cluster of local data

distributed across the stations. Using the multi-task FL framework,

the route planning is studied where the road map is modeled as a time-

dependent graph and a modified A * algorithm is used to determine the

route with the shortest traveling time. Simulation results showcase the

prediction accuracy improvement of the proposed multi-task FL frame-

work over two baseline schemes. The simulation results also show that,

when using the multi-task FL framework in the route planning, an ac-

curate traveling time can be estimated and an effective route can be

selected.©2021 IEEE

Traffic

predic-

tion
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Paper Author Date Abstract Application

A Federated

Learning Ap-

proach to

Routing in

Challenged

SDN-Enabled

Edge Networks

A.

Sacco,

F. Es-

posito

and G.

Marchetto

2020 The edge computing paradigm allows computationally intensive tasks

to be offloaded from small devices to nearby (more) powerful servers,

via an edge network. The intersection between such edge computing

paradigm and Machine Learning (ML), in general, and deep learning in

particular, has brought to light several advantages for network opera-

tors: from automating management tasks, to gain additional insights

on their networks. Most of the existing approaches that use ML to

drive routing and traffic control decisions are valuable but rarely focus

on challenged networks, that are characterized by continually varying

network conditions and the high volume of traffic generated by edge

devices. In particular, recently proposed distributed ML-based archi-

tectures require either a long synchronization phase or a training phase

that is unsustainable for challenged networks. In this paper, we fill

this knowledge gap with Blaster, a federated architecture for routing

packets within a distributed edge network, to improve the application’s

performance and allow scalability of data-intensive applications. We

also propose a novel path selection model that uses Long Short Term

Memory (LSTM) to predict the optimal route. Finally, we present some

initial results obtained by testing our approach via simulations and with

a prototype deployed over the GENI testbed. By leveraging a Feder-

ated Learning (FL) model, our approach shows that we can optimize

the communication between SDN controllers, preserving bandwidth for

the data traffic.©2020 IEEE

Traffic

predic-

tion,

optimal

route

FASTGNN:

A Topological

Information

Protected

Federated

Learning Ap-

proach for

Traffic Speed

Forecasting

C.

Zhang,

S.

Zhang,

J. J. Q.

Yu and

S. Yu

Dec.2021Federated learning has been applied to various tasks in intelligent trans-

portation systems to protect data privacy through decentralized train-

ing schemes. The majority of the state-of-the-art models in intelligent

transportation systems (ITS) are graph neural networks (GNN)-based

for spatial information learning. When applying federated learning to

the ITS tasks with GNN-based models, the existing frameworks can

only protect the data privacy; however, ignore the one of topological

information of transportation networks. In this article, we propose a

novel federated learning framework to tackle this problem. Specifically,

we introduce a differential privacy-based adjacency matrix preserving

approach for protecting the topological information. We also propose

an adjacency matrix aggregation approach to allow local GNN-based

models to access the global network for a better training effect. Further-

more, we propose a GNN-based model named attention-based spatial-

temporal graph neural networks (ASTGNN) for traffic speed forecast-

ing. We integrate the proposed federated learning framework and AST-

GNN as FASTGNN for traffic speed forecasting. Extensive case studies

on a real-world dataset demonstrate that FASTGNN can develop accu-

rate forecasting under the privacy preservation constraint.©2021 IEEE

Traffic

predic-

tion

A Hierarchical

Blockchain-

Enabled Feder-

ated Learning

Algorithm for

Knowledge

Sharing in

Internet of

Vehicles

H. Chai,

S. Leng,

Y. Chen

and K.

Zhang

July

2021

Internet of Vehicles (IoVs) is highly characterized by collaborative en-

vironment data sensing, computing and processing. Emerging Big Data

and Artificial Intelligence (AI) technologies show significant advantages

and efficiency for knowledge sharing among intelligent vehicles. How-

ever, it is challenging to guarantee the security and privacy of knowl-

edge during the sharing process. Moreover, conventional AI-based algo-

rithms cannot work properly in distributed vehicular networks. In this

paper, a hierarchical blockchain framework and a hierarchical feder-

ated learning algorithm are proposed for knowledge sharing, by which

vehicles learn environmental data through machine learning methods

and share the learning knowledge with each others. The proposed hi-

erarchical blockchain framework is feasible for the large scale vehicular

networks. The hierarchical federated learning algorithm is designed to

meet the distributed pattern and privacy requirement of IoVs. Knowl-

edge sharing is then modeled as a trading market process to stimulate

sharing behaviours, and the trading process is formulated as a multi-

leader and multi-player game. Simulation results show that the pro-

posed hierarchical algorithm can improve the sharing efficiency and

learning quality. Furthermore, the blockchain-enabled framework is

able to deal with certain malicious attacks effectively. ©2021 IEEE

Vehicular

commu-

nication
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Dynamic

Federated

Learning-

Based Eco-

nomic Frame-

work for

Internet-of-

Vehicles

Yuris

Mulya

Saputra,

Dinh

Thai

Hoang,

Diep N.

Nguyen,

Le-Nam

Tran,

Shimin

Gong,

Eryk

Dutkiewicz

2021 Federated learning (FL) can empower Internet-of-Vehicles (IoV) net-

works by leveraging smart vehicles (SVs) to participate in the learn-

ing process with minimum data exchanges and privacy disclosure. The

collected data and learned knowledge can help the vehicular service

provider (VSP) improve the global model accuracy, e.g., for road safety

as well as better profits for both VSP and participating SVs. Nonethe-

less, there exist major challenges when implementing the FL in IoV

networks, such as dynamic activities and diverse quality-of-information

(QoI) from a large number of SVs, VSP’s limited payment budget, and

profit competition among SVs. In this paper, we propose a novel dy-

namic FL-based economic framework for an IoV network to address

these challenges. Specifically, the VSP first implements an SV selection

method to determine a set of the best SVs for the FL process according

to the significance of their current locations and information history at

each learning round. Then, each selected SV can collect on-road infor-

mation and offer a payment contract to the VSP based on its collected

QoI. For that, we develop a multi-principal one-agent contract-based

policy to maximize the profits of the VSP and learning SVs under the

VSP’s limited payment budget and asymmetric information between

the VSP and SVs. Through experimental results using real-world on-

road datasets, we show that our framework can converge 57% faster

(even with only 10% of active SVs in the network) and obtain much

higher social welfare of the network (up to 27.2 times) compared with

those of other baseline FL methods. ©arXiv:2101.00191

Vehicular

commu-

nication

Joint resource

management

for mobility

supported fed-

erated learning

in Internet of

Vehicles

Ge

Wang,

Fangmin

Xu,

Heng-

sheng

Zhang,

Chenglin

Zhaoa

2021 In recent years, the powerful combination of Multi-access Edge Com-

puting (MEC) and Artificial Intelligence (AI), called edge intelligence,

promotes the development of Intelligent Transportation Systems (ITS).

However, there is a mismatch between the ever-increasing consumer

privacy awareness and the data leakage risk in centralized AI training

solutions in vehicular edge scenarios, which has become a new obstacle

to satisfying the user experience. As a promising privacy-preserving

paradigm, federated learning synthesizes a global model only with the

parameters of decentralized trained local models, avoiding the exposure

of sensitive data. Given this, we introduce federated learning into the

proposed two-level MEC-assisted vehicular network framework. This

paper aims to address the challenges posed by adopting federated learn-

ing into the Internet of Vehicles (IoV) scenario. Firstly, as the entity

of the participant (the local model training node of federated learn-

ing), vehicles have high mobility. We design a mobility supported fed-

erated learning participant decision algorithm to pick out participants

from candidate vehicles. Secondly, federated learning is rather resource-

consuming, inevitably incurring considerable costs to participants. We

focus on the joint resource allocation problem to optimize the feder-

ated learning cost. Finally, considering the limitations of centralized

resource allocation, we propose a fully distributed resource allocation

method inspired by multi-agent deep reinforcement learning. Simula-

tion results are presented to demonstrate the feasibility and effective-

ness of the proposed schemes.© 2021 Published by Elsevier B.V.

Vehicular

commu-

nication

BFLP: An

Adaptive Fed-

erated Learn-

ing Framework

for Internet of

Vehicles

Y.Peng,

Z. Chen,

Z. Chen,

W. Ou ,

W. Han,

J. Ma

2021 Applications of Internet of Vehicles (IoV) make the life of human be-

ings more intelligent and convenient. However, in the present, there

are some problems in IoV, such as data silos and poor privacy preserva-

tion. To address the challenges in IoV, we propose a blockchain-based

federated learning pool (BFLP) framework. BFLP allows the models

to be trained without sharing raw data, and it can choose the most

suitable federated learning method according to actual application sce-

narios. Considering the poor computing power of vehicle systems, we

construct a lightweight encryption algorithm called CPC to protect pri-

vacy. To verify the proposed framework, we conducted experiments in

obstacle-avoiding and traffic forecast scenarios. The results show that

the proposed framework can effectively protect the user’s privacy, and it

is more stable and efficient compared with traditional machine learning

technique. Also, we compare the CPC algorithm with other encryption

algorithms. And the results show that its calculation cost is much lower

compared to other symmetric encryption algorithms.© 2021 Yongqiang

Peng et al.

Vehicular

commu-
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A Federated

Learning-

Based License

Plate Recog-

nition Scheme

for 5G-Enabled

Internet of

Vehicles

X.Kong,

K.Wang,

M.Hou,X.Hao,

G.Shen,

X.Chen,

F.Xia

2021 License plate is an essential characteristic to identify vehicles for the

traffic management, and thus, license plate recognition is important for

Internet of Vehicles. Since 5G has been widely covered, mobile devices

are utilized to assist the traffic management, which is a significant part

of Industry 4.0. However, there have always been privacy risks due to

centralized training of models. Also, the trained model cannot be di-

rectly deployed on the mobile device due to its large number of parame-

ters. In this article, we propose a federated learning-based license plate

recognition framework (FedLPR) to solve these problems. We design

detection and recognition model to apply in the mobile device. In terms

of user privacy, data in individuals is harnessed on their mobile devices

instead of the server to train models based on federated learning. Ex-

tensive experiments demonstrate that FedLPR has high accuracy and

acceptable communication cost while preserving user privacy. ©2021

IEEE

License

plate

recogni-

tion

FedVCP: A

Federated-

Learning-

Based Co-

operative

Positioning

Scheme for

Social Internet

of Vehicles

X.

Kong,

H. Gao,

G. Shen,

G. Duan

and S.

K. Das

2021 Intelligent vehicle applications, such as autonomous driving and col-

lision avoidance, put forward a higher demand for precise positioning

of vehicles. The current widely used global navigation satellite sys-

tems (GNSS) cannot meet the precision requirements of the submeter

level. Due to the development of sensing techniques and vehicle-to-

infrastructure (V2I) communications, some vehicles can interact with

surrounding landmarks to achieve precise positioning. Existing work

aims to realize the positioning correction of common vehicles by shar-

ing the positioning data of sensor-rich vehicles. However, the privacy

of trajectory data makes it difficult to collect and train data centrally.

Moreover, uploading vehicle location data wastes network resources. To

fill these gaps, this article proposes a vehicle cooperative positioning

(CP) system based on federated learning (FedVCP), which makes full

use of the potential of social Internet of Things (IoT) and collaborative

edge computing (CEC) to provide high-precision positioning correction

while ensuring user privacy. To the best of our knowledge, this article

is the first attempt to solve the privacy of CP from a perspective of

federated learning. In addition, we take the advantages of local coop-

eration through vehicle-to-vehicle (V2V) communications in data aug-

mentation. For individual differences in vehicle positioning, we utilize

transfer learning to eliminate the impact of such differences. Extensive

experiments on real data demonstrate that our proposed model is su-

perior to the baseline method in terms of effectiveness and convergence

speed.©2021 IEEE

Vehicular

commu-

nication

Decentralized

Federated

Learning for

Road User

Classification

in Enhanced

V2X Networks

L. Bar-

bieri, S.

Savazzi

and M.

Nicoli

2021 Federated Learning (FL) techniques are emerging in the automotive

context to support connected automated driving services. Yet, when

applied to vehicular use cases, conventional centralized FL policies show

some drawbacks in terms of latency and scalability. This paper focuses

on decentralized FL solutions, which attempt to overcome such limi-

tations, by introducing a distributed computing architecture: vehicles

exchange the parameters of a shared Machine Learning (ML) model via

V2V links, without the need of a central orchestrator. Sharing all ML

parameters, however, might not be feasible when minimal V2X band-

width usage is required or the model is highly complex (e.g., extremely

deep networks) as in advanced scenarios for high levels of automation.

We thus propose a modular decentralized FL solution and we discuss its

application to road user classification in a cooperative vehicular sensing

use case. The proposed FL solution performs the point cloud processing

of Lidar sensor inputs using a PointNet compliant architecture. It en-

ables the exchange of a subset of the model parameters, namely selected

ML model layers, optimized for communication efficiency, convergence

and accuracy. We use real sensor data extracted from a publicly avail-

able dataset to validate the method, focusing on non-uniform scenarios

where sensor data are highly unbalanced across the connected vehicles.

For all cases, FL is shown to outperform the ego-sensing approach with

minimal bandwidth usage.©2021 IEEE

Vehicular

commu-

nication
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Distributed

Learning for

Vehicle Rout-

ing Decision in

Software De-

fined Internet

of Vehicles

K. Lin,

C. Li, Y.

Li, C.

Savaglio

and G.

Fortino

June

2021

With the increasing number of vehicles, the traffic congestion is becom-

ing more and more serious. In order to alleviate such a problem, this

article considers transmission and inference delay of cloud centralized

computing in the software defined Internet of Vehicles (SDIoV), and

builds a new SDIoV architecture based on edge intelligence, for support-

ing real-time vehicle routing decision through distributed multi-agent

reinforcement learning model. Then, a software defined device collabo-

ration optimization method is designed to improve the efficiency of dis-

tributed training. Combined with multi-agent reinforcement learning, a

distributed-learning-based vehicle routing decision algorithm (DLRD)

is proposed to adaptively adjust vehicle routing online. The performed

simulations show that the DLRD can successfully realize real-time rout-

ing decision for vehicles and alleviate traffic congestion with the dy-

namic changes of the road environment.©2021 IEEE

Traffic

predic-

tion,

optimal

route

Joint Schedul-

ing and Re-

source Al-

location for

Efficiency-

Oriented

Distributed

Learning

Over Vehicle

Platooning

Networks

X. Ma,

J. Zhao

and Y.

Gong

Oct.

2021

The limited communication and computing resources, as well as the ris-

ing concerns about the privacy protection, bring significant challenges

to the massive data training and analysis in vehicular networks. To ad-

dress these challenges, in this paper a platoon-based distributed learn-

ing framework design for data learning is carried out, where the vacant

computation resources of vehicle platooning networks are leveraged. In

the proposed framework, a 2-phase Markovian stochastic process is uti-

lized to depict the learning service heterogeneity for each participat-

ing vehicle. Meanwhile, we propose a joint scheduling and resource

allocation scheme for efficiency-oriented distributed learning to maxi-

mize the learning accuracy subject to a given learning time constraint.

The optimization problem is solved as follows. First, given the sched-

uled vehicles, the communication resource allocation is modeled as a

minimum-maximum problem to minimize the learning delay of each

learning round. Subsequently, an efficiency-oriented unbiased global

aggregation policy is proposed to explore the convergence difference

between partial scheduling and total scheduling. Considering the learn-

ing convergence and remaining time, an on-demand scheduling scheme

is introduced to determine the number of scheduled vehicles. Finally,

combining the learning efficiency of each vehicle with the scheduled

number of vehicles, the scheduled vehicle set is selected. Simulations

results show that the proposed scheduling policy can schedule the num-

ber of participating vehicles on demand based on the trade-off between

learning performance and learning latency.©2021 IEEE

Vehicle

pla-

tooning

net-

works

FedParking:

A Federated

Learning Based

Parking Space

Estimation

With Parked

Vehicle As-

sisted Edge

Computing

X.

Huang,

P. Li, R.

Yu, Y.

Wu, K.

Xie and

S. Xie

Sep

21

As a distributed learning approach, federated learning trains a shared

learning model over distributed datasets while preserving the training

data privacy. We extend the application of federated learning to park-

ing management and introduce FedParking in which Parking Lot Op-

erators (PLOs) collaborate to train a long short-term memory model

for parking space estimation without exchanging the raw data. Fur-

thermore, we investigate the management of Parked Vehicle assisted

Edge Computing (PVEC) by FedParking. In PVEC, different PLOs

recruit PVs as edge computing nodes for offloading services through an

incentive mechanism, which is designed according to the computation

demand and parking capacity constraints derived from FedParking. We

formulate the interactions among the PLOs and vehicles as a multi-lead

multi-follower Stackelberg game. Considering the dynamic arrivals of

the vehicles and time-varying parking capacity constraints, we present

a multi-agent deep reinforcement learning approach to gradually reach

the Stackelberg equilibrium in a distributed yet privacy-preserving man-

ner. Finally, numerical results are provided to demonstrate the effec-

tiveness and efficiency of our scheme.©2021 IEEE

Parking

manage-

ment

21
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FMFParking:

Federated

Matrix Fac-

torization For

Parking Lot

Recommenda-

tion

C. Lu,

Y. Fan,

X. Wu

and J.

Zhang

2021 In recent years, artificial intelligence has developed rapidly and has been

applied in various industries. In parking lot services, people have used

data mining and analysis such as matrix factorization, decision tree to

predict and recommend parking lots for users. However, with the rise

of user privacy awareness and the promulgation of regulations, data

acquisition and use rights have been restricted, which results in ”data

islands” and other issues. We construct a parking recommendation sys-

tem framework of federated learning based on distributed encryption

matrix factorization, called Federated Matrix Factorization for Parking

Lot Recommendation” (FMFParking). In the system, we first build a

framework based on the user distributed matrix factorization, and then

design a homomorphic encryption federated learning with the frame-

work of distributed matrix factorization. We have proved that this sys-

tem can improve the security of private data while ensuring accuracy.

In this system, each user’s personal private data and their whereabouts

to the parking lot are protected, which can encourage more users to join

this system and provide more privacy-dimensional feature information.

With the addition of parking lot data, we can increase the diversity

and comprehensiveness of the data, which can make us build a more

complete and personalized parking lot recommendation system. This

article uses real Electronic Toll Collection (ETC) parking lot data and

analyzes the experimental results.©2021 IEEE

Parking

manage-

ment

FedRC: A

Federated

Learning-

Based Road-

side Comput-

ing Paradigm

Through the

Facilitation

of Internet of

Drones

A. Islam

and S.

Y. Shin

2021 The modern era is filled with smart entities (e.g., smart vehicles) that

have both sense and actuate capabilities. These entities can collect lots

of data during their functional period and these data can be utilized

for the wellbeing of citizens. However, these data are very sensitive

raising issues like privacy. Moreover, network scarcity, bandwidth con-

sumption, etc. can worsen the circumstance. Federated learning (FL),

internet of drones (IoD), and dew computing (DC) are revolutionary

technologies that can be engaged to mitigate the aforementioned chal-

lenges. An FL-based computing paradigm is initiated over the dew

computing to process road-related data to bring efficiency in the appli-

cations (e.g., finding parking locations) utilizing IoD. An experimental

environment is established containing a traffic dataset as a proof of con-

cept. The experimental results exhibit the feasibility of the proposed

scheme ©2021 IEEE

Road-

related

data

collec-

tioning

by smart

entities

FedCPF:

An Efficient-

Communication

Federated

Learning Ap-

proach for

Vehicular Edge

Computing

in 6G Com-

munication

Networks

S. Liu,

J. Yu,

X. Deng

and S.

Wan

2021 The sixth-generation network (6G) is expected to achieve a fully con-

nected world, which makes full use of a large amount of sensitive

data. Federated Learning (FL) is an emerging distributed computing

paradigm. In Vehicular Edge Computing (VEC), FL is used to pro-

tect consumer data privacy. However, using FL in VEC will lead to

expensive communication overheads, thereby occupying regular com-

munication resources. In the traditional FL, the massive communica-

tion rounds before convergence lead to enormous communication costs.

Furthermore, in each communication round, many clients upload large

quantity model parameters to the parameter server in the uplink com-

munication phase, which increases communication overheads. More-

over, a few straggler links and clients may prolong training time in

each round, which will decrease the efficiency of FL and potentially in-

crease the communication costs. In this work, we propose an efficient-

communication approach, which consists of three parts, including “Cus-

tomized”, “Partial”, and “Flexible”, known as FedCPF. FedCPF pro-

vides a customized local training strategy for vehicular clients to achieve

convergence quickly through a constraint item within fewer communica-

tion rounds. Moreover, considering the uplink congestion, we introduce

a partial client participation rule to avoid numerous vehicles uploading

their updates simultaneously. Besides, regarding the diverse finishing

time points of federated training, we present a flexible aggregation pol-

icy for valid updates by constraining the upload time. Experimental

results show that FedCPF outperforms the traditional FedAVG algo-

rithm in terms of testing accuracy and communication optimization in

various FL settings. Compared with the baseline, FedCPF achieves ef-

ficient communication with faster convergence speed and improves test

accuracy by 6.31% on average. In addition, the average communication

optimization rate is improved by 2.15 times.©2021 IEEE

Vehicular

efficient-

communication

22
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Charging

Station Rec-

ommendation

for Electric

Vehicle Based

on Federated

Learning

Xiaohui

Wang,

Xiaokun

Zheng

and

Xiao

Liang

2021 At present, the usage of EV charging facilities is unbalanced. The ac-

curacy of the charging station recommendation does not meet the de-

mand. Due to the limitation of user privacy protection, charge point

operators and vehicle enterprises cannot provide data to each other for

joint analysis. Therefore, we proposed recommendation method of EV

charge point based on federated learning. The federated factorization

machine is implemented to make use of data features in both sides

and cross features between them. We build the model by encrypted

entity alignment, secure federated training and predicting. The exper-

imental results show that the federated model improves the AUC of

the model by 6% over those built with features only from the charge

point operators. The model is superior to centralized LR-based and

RF-based models. While the data does not need to leave the original

platform, the model realizes the secure and precise federated charging

point recommendation based on more comprehensive features.©2021

IOP Publishing Ltd

Charging

station

recom-

menda-

tion

A Blockchain

based Feder-

ated Learning

for Message

Dissemination

in Vehicular

Networks

F.

Ayaz, Z.

Sheng,

D. Tian

and Y.

L. Guan

2021 Message exchange among vehicles plays an important role in ensuring

road safety. Emergency message dissemination is usually carried out by

broadcasting. However, high vehicle density and mobility lead to chal-

lenges in message dissemination such as broadcasting storm and low

probability of packet reception. This paper proposes a federated learn-

ing based blockchain-assisted message dissemination solution. Similar

to the incentive-based Proof-of-Work consensus in blockchain, vehicles

compete to become a relay node (miner) by processing the proposed

Proofof-Federated-Learning (PoFL) consensus which is embedded in

the smart contract of blockchain. Both theoretical and practical anal-

ysis of the proposed solution are provided. Specifically, the proposed

blockchain based federated learning results in more vehicles uploading

their models in a given time, which can potentially lead to a more ac-

curate model in less time as compared to the same solution without

using blockchain. It also outperforms other blockchain approaches in

reducing 65.2% of time delay in consensus, improving at least 8.2%

message delivery rate and preserving privacy of neighbour vehicle more

efficiently. The economic model to incentivize vehicles participating in

federated learning and message dissemination is further analysed using

Stackelberg game. The analysis of asymptotic complexity proves PoFL

as the most scalable solution compared to other consensus algorithms

in vehicular networks.©2021 IEEE

Vehicular

commu-

nication

Federated

Learning for

Object De-

tection in

Autonomous

Vehicles

D.

Jallepalli,

N. C.

Raviku-

mar,

P. V.

Badar-

inath,

S. Uchil

and

M. A.

Suresh

2021 With the recent proliferation of Artificial Intelligence (AI), object de-

tection is becoming increasingly ubiquitous. It is one of the key features

of Autonomous Driving Systems. In current applications, object detec-

tion models are usually trained at a centralized location by collecting

data from multiple sources. This raises concerns about data privacy

among other issues. This paper addresses data privacy through a Fed-

erated Learning (FL) approach. FL architecture aims at preserving

data privacy while maintaining performance by training the model in

a decentralized manner. In this paper, we analyze how FL impacts the

performance of object detection in a real-world traffic environment. We

have constructed a prototype FL system and evaluated it on the KITTI

Vision Benchmark 2D image dataset. In our prototype, object detec-

tion models are trained locally on a vehicle’s dataset, and the resultant

weights are securely aggregated, using symmetric encryption techniques

during data transfer, at the global server to yield an improved model.

The FL model converged at 68% mean average precision. We compared

the performance of object detection using FL to the traditional deep

learning approach and noticed significant difference between the two

models.©2021 IEEE

Object

detec-

tion

23
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Privacy-

Preserved

Federated

Learning for

Autonomous

Driving

Y. Li, X.

Tao, X.

Zhang,

J. Liu

and J.

Xu

2021 In recent years, the privacy issue in Vehicular Edge Computing (VEC)

has gained a lot of concern. The privacy problem is even more severe

in autonomous driving business than the other businesses in VEC such

as ordinary navigation. Federated learning (FL), which is a privacy-

preserved strategy proposed by Google, has become a hot trend to solve

the privacy problem in many fields including VEC. Therefore, we in-

troduce FL into autonomous driving to preserve vehicular privacy by

keeping original data in a local vehicle and sharing the training model

parameter only with the help of MEC server. Moreover, different from

the common assumption of honest MEC server and honest vehicle in

former studies, we take the malicious MEC servers and malicious ve-

hicles into account. First, we consider honest-but-curious MEC server

and malicious vehicles and propose a traceable identity-based privacy

preserving scheme to protect the vehicular message privacy where im-

proved Dijk-Gentry-Halevi-Vaikutanathan (DGHV) algorithm is pro-

posed and a blockchain-based Reputation-based Incentive Autonomous

Driving Mechanism (RIADM) is adopted. Further, when the case comes

to the non-credibility of both parties where semi-honest MEC server and

malicious vehicles are considered, we propose an anonymous identity-

based privacy preserving scheme to protect the identity privacy of ve-

hicles with Zero-Knowledge Proof (ZKP). Based on the simulation of

virtual autonomous driving based on real-world road images, it is ver-

ified that our proposes scheme can reduce 73.7 % training loss of au-

tonomous driving, increase the accuracy to around 5.55 % while keeps

effective privacy of message and identity under the threat of dishonest

MEC server and vehicles.©2021 IEEE

Privacy

problem

in ve-

hicular

commu-

nication

Two-Layer

Federated

Learning With

Heterogeneous

Model Ag-

gregation for

6G Supported

Internet of

Vehicles

X. Zhou,

W.

Liang, J.

She, Z.

Yan and

K. I. -K.

Wang

June

2021

The vision of the upcoming 6G technologies that have fast data rate, low

latency, and ultra-dense network, draws great attentions to the Inter-

net of Vehicles (IoV) and Vehicle-to-Everything (V2X) communication

for intelligent transportation systems. There is an urgent need for dis-

tributed machine learning techniques that can take advantages of mas-

sive interconnected networks with explosive amount of heterogeneous

data generated at the network edge. In this study, a two-layer feder-

ated learning model is proposed to take advantages of the distributed

end-edge-cloud architecture typical in 6G environment, and to achieve

a more efficient and more accurate learning while ensuring data privacy

protection and reducing communication overheads. A novel multi-layer

heterogeneous model selection and aggregation scheme is designed as

a part of the federated learning process to better utilize the local and

global contexts of individual vehicles and road side units (RSUs) in 6G

supported vehicular networks. This context-aware distributed learning

mechanism is then developed and applied to address intelligent object

detection, which is one of the most critical challenges in modern in-

telligent transportation systems with autonomous vehicles. Evaluation

results showed that the proposed method, which demonstrates a higher

learning accuracy with better precision, recall and F1 score, outper-

forms other state-of-the-art methods under 6G network configuration

by achieving faster convergence, and scales better with larger numbers

of RSUs involved in the learning process.©2021 IEEE

Vehicular

commu-

nication
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Decentralized

federated

learning for

extended sens-

ing in 6G

connected

vehicles

Luca

Barbieri,

Stefano

Savazzi,

Mattia

Bram-

billa,

Monica

Nicoli

2021 Research on smart connected vehicles has recently targeted the inte-

gration of vehicle-to-everything (V2X) networks with Machine Learn-

ing (ML) tools and distributed decision making. Among these conver-

gent paradigms, Federated Learning (FL) allows the vehicles to train a

deep ML model collaboratively, by exchanging model parameters (i.e.,

neural network weights and biases), rather than raw sensor data, via

V2X links. Early FL approaches resorted to a server-client architec-

ture, where a Parameter Server (PS) acts as edge device to orchestrate

the learning process. Novel FL tools, on the other hand, target fog

architectures where the model parameters are mutually shared by vehi-

cles and synchronized in a distributed manner via consensus algorithms.

These tools do not rely on the PS, but take advantage of low-latency

V2X links. In line with this recent research direction, in this paper

we investigate distributed FL methods for augmenting the capability of

road user/object classification based on Lidar data. More specifically,

we propose a new modular, decentralized approach to FL, referred to

as consensus-driven FL (C-FL), suitable for PointNet compliant deep

ML architectures and Lidar point cloud processing for road actor clas-

sification. The C-FL process is evaluated by simulating a realistic V2X

network, based on the Collective Perception Service (CPS), for mutual

sharing of the PointNet model parameters. The performance valida-

tion considers the impact of the degree of connectivity of the vehicular

network, the benefits of continual learning over heterogeneous training

data, convergence time and loss/accuracy tradeoffs. Experimental re-

sults indicate that C-FL complies with the extended sensors use cases

for high levels of driving automation, it provides a low-latency training

service, compared with existing distributed ML approaches, and it out-

performs ego learning with minimal bandwidth usage. © 2021 Elsevier

Inc.

6G con-

nected

vehicles

Model Aggre-

gation Feder-

ated Learning

Approach for

Vehicular Traf-

fic Forecasting

Savita

Lonare,

R. Bhra-

maram

2020

To make the Intelligent Transportation System (ITS) more efficient and robust, researchers are working hard. Analysis of

traffic data helps ITS to be more helpful. Mobile phones are the prime source of traffic data. The vast availability of data

and increased processing speed of mobile phones is making ITS more robust. Presently for traffic prediction, the entire

mobile user’s data is accumulated at the central server. The information is then aggregated together to make predictions.

In this approach, sensitive user data have the risk of privacy and security—massive user data uploading on the server results

in latency.This paper proposes a decentralized approach for vehicular traffic prediction that allows ‘selected’ local mobiles/

organizations (clients) to train the model and share the trained model securely to the server. The selection of organizations

to participate in the training process is made by clustering algorithms. The server then aggregates the locally trained model

and shares the aggregated model to all the clients again

Traffic

predic-

tion

Road Vehicle

Recognition

in Monocular

Images

M.A.

Sotelo,

J.

Nuevo,

L.M.

Bergasa,

M.

Ocana,

I. Parra,

D. Fer-

nandez

2005 This paper describes a monocular vision-based Vehicle Recognition Sys-

tem in which the basic components of road vehicles are first located in

the image and then combined with a SVM-based classifier. The chal-

lenge is to use a single camera as input. This poses the problem of

vehicle detection and recognition in real, cluttered road images. A dis-

tributed learning approach is proposed in order to better deal with vehi-

cle variability, illumination conditions, partial occlusions and rotations.

The vehicle searching area in the image is constrained to the limits of

the lanes, which are determined by the road lane markings. By doing

so, the rate of false positive detections is largely decreased. A large

database containing thousands of vehicle examples extracted from real

road images has been created for learning purposes. We present and

discuss the results achieved up to date. ©2005 IEEE

Vehicle

recog-

nition

system
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Paper Author Date Abstract Application

A Learning Automata Based Algorithm For Solving Capacitated

Vehicle Routing Problem
Mir Mo-

hammad

Alipour

2012 This paper presents an approximate algorithm based on distributed

learning automata for solving capacitated vehicle routing problem. The

vehicle routing problem (VRP) is an NP-hard problem and capacitated

vehicle routing problem variant (CVRP) is considered here. This prob-

lem is one of the NP-hard problems and for this reason many approxi-

mate algorithms have been designed for solving it. Distributed learning

automata that is a general searching tool and is a solving tool for variety

of NP-complete problems, is used to solve this problem and tested on

fourteen benchmark problems. Our results were compared to the best

known results. The results of comparison have shown the efficiency of

the proposed algorithm. (c) 2012 International Journal of Computer

Science Issue

Vehicle

routing

problem

Anomaly Re-

moval for

Vehicle Energy

Consumption

in Federated

Learning

G. Lin,

X. Zhu,

J. Wang

and J.

Xiao

2021 Federated learning is a distributed deep learning method that enables

parallel and distributed learning of data on multiple participants, with-

out the need to centrally store it. In intelligent transportation system,

it is impractical to gather the vehicle data from the edge devices due to

data privacy concerns or network bandwidth limitation. Hence, com-

bining with federated learning to train vehicle data processing models

has become one of the popular solutions. However, such computing

paradigm is subject to threats posed by malicious and abnormal nodes

that greatly reduces the computing power of the neural network when

performing calculations in a distributed manner. In this paper, we use

the Vehicle Energy Dataset to simulate distributed vehicle data. Based

on these data, we propose an unsupervised anomaly removal and neu-

ral network model based on federated learning to solve the problem of

outlier data on vehicle equipment and analyze the effect of speed on

fuel consumption. The results show that with the proposed anomaly

removal strategy, MAE and MSE of the trained network are 29% and

36% lower than those without anomaly removal, respectively. ©2021

IEEE

Vehicle

energy

con-

sump-

tion

Content-based

Vehicle Se-

lection and

Resource Al-

location for

Federated

Learning in

IoV

S. Wang,

F. Liu

and H.

Xia

2021 In order to use datasets collected from multiple vehicles to train a ma-

chine learning model while ensuring vehicle user privacy, federal learn-

ing framework was introduced into the Internet of Vehicles. Federated

learning is a distributed learning framework. Under the federated learn-

ing framework, the packet error rate and wireless bandwidth have a

great influence on the global model training process because the ve-

hicle exchanges model parameters with the central server through the

wireless channel. With limited bandwidth, the central server needs to

select a more appropriate subset of vehicles candidates to participate

in federated learning. In this paper, image classification is taken as

a typical application in the Internet of vehicles. The dataset contents

of different vehicles are different, and the selection of different sub-

sets of vehicles will affect the accuracy and convergence rate of the

global model. Therefore, an algorithm of vehicle selection and wireless

resource allocation based on dataset content is proposed. Vehicles se-

lection and wireless resource allocation are designed as an optimization

problem by joint considerations of vehicle computing resource, datasets,

and wireless resources with the goal of maximizing loss function decay

of the global model. Finally, simulation with the CIFAR-10 dataset ver-

ifies that the vehicle selection and resource allocation algorithm based

on the dataset content is superior to the baseline methods in terms of

model accuracy and convergence rate.©2021 IEEE

vehicle

selection

and

wireless

resource

alloca-

tion
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Paper Author Date Abstract Application

A Review on Vehicle to Vehicle Communication Protocols

in VANETs
Adil

Mudasir

Malla,Ravi

Kant

Sahu

2013 Vehicular Ad hoc Networks is a form or type of mobile ad-hoc net-

work to provide communication among nearby vehicles and nearby fixed

equipments or roadside units for improving efficiency and safety of

transportation. Even though it possesses characteristics of high node

mobility and fast topology changes but still it can provide wide vari-

ety of services, ranging from safety related warning message system for

improved navigation mechanism as well as information and entertain-

ment applications. In this paper, we have studied various mechanisms

or techniques along their comparison and limitation which were used to

handle the communication challenges like congestion, delay, collision,

redundancy while propagating emergency warning messages in Vehicu-

lar Ad hoc Networks (VANeTs), as it is the case where if these com-

munication challenges are not controlled may result in traffic accidents

leading to human loss. © 2013, IJARCSSE All Rights Reserved

Vehicle

to ve-

hicle

Commu-

nication

Reinforcement

Learning

Scheduler

for Vehicle-

to-Vehicle

Communica-

tions Outside

Coverage

T.

Şahin,

R.

Khalili,

M.

Boban

and A.

Wolisz

2018 Radio resources in vehicle-to-vehicle (V2V) communication can be

scheduled either by a centralized scheduler residing in the network (e.g.,

a base station in case of cellular systems) or a distributed scheduler,

where the resources are autonomously selected by the vehicles. The for-

mer approach yields a considerably higher resource utilization in case

the network coverage is uninterrupted. However, in case of intermit-

tent or-of-coverage, due to not having input from centralized scheduler,

vehicles need to revert to distributed scheduling.Motivated by recent

advances in reinforcement learning (RL), we investigate whether a cen-

tralized learning scheduler can be taught to efficiently pre-assign the

resources to vehicles for-of-coverage V2V communication. Specifically,

we use the actor-critic RL algorithm to train the centralized sched-

uler to provide non-interfering resources to vehicles before they enter

the-of-coverage area.Our initial results show that a RL-based scheduler

can achieve performance as good as or better than the state-of-art dis-

tributed scheduler, often outperforming it. Furthermore, the learning

process completes within a reasonable time (ranging from a few hun-

dred to a few thousand epochs), thus making the RL-based scheduler a

promising solution for V2V communications with intermittent network

coverage. ©2018 IEEE

Vehicle

to ve-

hicle

Commu-

nication

A Distributed

Anomaly De-

tection System

for In-Vehicle

Network Using

HTM

C.

Wang,

Z. Zhao,

L. Gong,

L. Zhu,

Z. Liu

and X.

Cheng

2018 With the development of 5G and Internet of Vehicles technology, the

possibility of remote wireless attack on an in-vehicle network has been

proven by security researchers. Anomaly detection technology can effec-

tively alleviate the security threat, as the first line of security defense.

Based on this, this paper proposes a distributed anomaly detection sys-

tem using hierarchical temporal memory (HTM) to enhance the security

of a vehicular controller area network bus. The HTM model can predict

the flow data in real time, which depends on the state of the previous

learning. In addition, we improved the abnormal score mechanism to

evaluate the prediction. We manually synthesized field modification and

replay attack in data field. Compared with recurrent neural networks

and hidden Markov model detection models, the results show that the

distributed anomaly detection system based on HTM networks achieves

better performance in the area under receiver operating characteristic

curve score, precision, and recall. ©2028 IEEE

Distributed

anomaly

detec-

tion

system
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Paper Author Date Abstract Application

A Dispersed

Federated

Learning

Framework for

6G-Enabled

Autonomous

Driving Cars

L. U.

Khan,

Y. K.

Tun, M.

Alsenwi,

M. Im-

ran, Z.

Han, C.

S. Hong

2021 Sixth-Generation (6G)-based Internet of Everything applications (e.g.

autonomous driving cars) have witnessed a remarkable interest. Au-

tonomous driving cars using federated learning (FL) has the ability to

enable different smart services. Although FL implements distributed

machine learning model training without the requirement to move the

data of devices to a centralized server, it its own implementation chal-

lenges such as robustness, centralized server security, communication

resources constraints, and privacy leakage due to the capability of a ma-

licious aggregation server to infer sensitive information of end-devices.

To address the aforementioned limitations, a dispersed federated learn-

ing (DFL) framework for autonomous driving cars is proposed to offer

robust, communication resource-efficient, and privacy-aware learning.

A mixed-integer non-linear (MINLP) optimization problem is formu-

lated to jointly minimize the loss in federated learning model accuracy

due to packet errors and transmission latency. Due to the NP-hard and

non-convex nature of the formulated MINLP problem, we propose the

Block Successive Upper-bound Minimization (BSUM) based solution.

Furthermore, the performance comparison of the proposed scheme with

three baseline schemes has been carried out. Extensive numerical re-

sults are provided to show the validity of the proposed BSUM-based

scheme. ©2021 IEEE

Vehicle

network-

ing

Distributed

Learning

Agents in Ur-

ban Traffic

Control

Eduardo

Cam-

ponog-

ara,

Werner

Kraus

Jr.

2003 Automatic learning techniques stand as promising tools to respond to

the need of higher efficiency of traffic network, even more so at times

of mounting pressure from economic and energy markets. To this end,

this paper looks into the operation of a traffic network with distributed,

intelligent agents. In particular, it casts the task of operating a traf-

fic network as a distributed, stochastic game in which the agents solve

reinforcement-learning problems. Results from computational experi-

ments show that these agents can yield substantial gains with respect to

the performance achieved by two other control policies for traffic lights.

The paper ends with an outline of future research to deploy machine-

learning technology in real-world traffic networks. © Springer-Verlag

Berlin Heidelberg 2003

Traffic

predic-

tion
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2 WP2 - Identifying Attack Scenarios

and Countermeasures

The objective of this work package is the identification of attack scenarios aimed

in particular at disclosing and manipulating user data or model logic, as well

as merging user data with other databases. To do so, we first identify relevant

transmission paths and the transmitted data from the use cases obtained in chapter

1. We then identify attack scenarios on transmission channels and involved devices.

Lastly, we determine different trust scenarios between the involved entities.

2.1 Attacks Against Federated Learning

In this section, we have a closer look at attacks against federated learning archi-

tectures.

2.1.1 Gradient inversion attack

This art of an attack is about data recovery after eavesdropping on the com-

munication between the global server and participants. State-of-the-art gradient

inversion attacks are stronger because they can make two assumptions about batch

normalization statistics or/and private labels. [Huang et al., 2021b]

2.1.2 Poisoning attacks

Poisoning attack based on generative adversarial nets (GAN)

An attacker sends identical data samples as benign participants by replicating their

samples using GAN. Then, the attacker manipulates his data in further learning

rounds. [Zhang et al., 2019]
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Data Poisoning attacks

Data Poisoning can be classified as a clean-label attack and a dirty-label (label-

flipping attack). By the label flipping attack or targeted data poisoning attack a

central server of federated learning receives manipulated training data from mali-

cious participants. These participants transfer incorrect data to disturb aggregated

information and afterward the classification mechanism itself. [Tolpegin et al.,

2020]

Distributed poisoning attacks

In a distributed poisoning attack several attackers coorperate with each other. The

attackers falsify data in local models to disturb samples to the learning process.

[Cao et al., 2019]

Model Poisoning attacks

It is an attack on local models by modifying their parameters. The aims are similar

to the data poisoning attack. [Mammen, 2021]

2.1.3 Backdoor

Nuding and Mayer [2020] show in their work about traffic sign classification that

federated learning is vulnerable against backdoor attacks. In their work they found

that for sequential training, the later in the training process, the fewer were non-

adversarial nodes able to decrease the effectiveness of the backdoor.

2.1.4 Standard falsified information attack

Malicious participants provide Road Side Units (RSU) with falsified real-time

updates whilst entering a study zone of RSU multiple times in a short period.

[Al Mallah et al., 2021]
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2.1.5 Sybil attacks

Malicious participant transfers their incorrect samples under different IDs created

to duplicate false data. [Al Mallah et al., 2021]

2.1.6 Model replacement attacks

Model replacement attacks are called single-shot backdoor attacks, because of

being implemented only in one round. On the contrary, a multiple-shot attack

occurs in more than one round. [Zhao et al., 2021]

2.1.7 Membership inference attacks

An attacker aims to gather information about the learning process and its dynam-

ics. To implement it, the attacker requests a global model to predict the presence

of certain samples. [Pustozerova and Mayer, 2020]

2.2 Defense methods

In this section, we have a closer look at possible defense methods, identified in

literature.

2.2.1 Defense methods against gradient attacks

Noisy gradients

Gaussian and Laplacian noise distributions with a certain variance range help to

disturb accuracy of the image recovery. [Zhu et al., 2019]

Gradient Compression and Sparsification

Zhu et al. [2019] show in their work that pruning ratio of gradients which is around

twenty percent violates accuracy of the recovered images. Because DLG (Deep

leakage from gradients) is hard to implement, if gradients are compressed.
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MixUp

MixUp is a defense method that encrypts images to provide secure communication

between the global server and participants. [Huang et al., 2021b]

InstaHide

The creation of InstaHide was inspired by Mixup. This new defense scheme has

two versions to carry out the encryption of inputs: Inter-InstaHide and Intra-

InstaHide. Inter-InstaHide uses images from the public dataset to mix up with an

image, whereas Intra-InstaHide from the private dataset. [Huang et al., 2021b]

2.2.2 Defense methods against poisoning attacks

Federated learning system aggregator

FL system aggregator identifies malicious data by using clustering, which excludes

suspicious and dissimilar training samples. [Tolpegin et al., 2020]

Defense against Model Poisoning Attacks

Mammen [2021] propose a defense method that uses the Error rate and the Loss

function to identify manipulated local models.

Reliable worker selection scheme

A defense method that uses reputation as a reliability metric to identify malicious

participants.[Kang et al., 2020]

Foolsgold

Fung et al. [2018] introduce the novel defense scheme against targeted poison-

ing attacks, such as sybil-based label-flipping and backdoor poisoning attacks.It

is a new approach to identify Sybils by observing the contribution similarity of

federated learning’s participants.
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Sniper

Cao et al. [2019] demonstrate in their work a defense against distributed poisoning

attack. Sniper is a new scheme for identifying poisoned local models.

Spectral anomaly detection framework

The novel spectral anomaly detection framework is useful for unsupervised as well

as semi-supervised FL. The global server defines a threshold using information

received from each client. Then, eliminates samples of malicious participants by

applying the threshold. This framework helps against targeted model poisoning

attacks and also against Byzantine attacks. [Li et al., 2020]

Quantum-Based Federated Learning Framework

An Optimized Quantum-Based federated learning framework for defending against

adversarial attacks in intelligent transportation systems. [Yamany et al., 2021]

CONTRA

Awan et al. [2021] propose a novel defense scheme CONTRA against poisoning

attacks. This generic scheme analyzes clients’ updates by examining their align-

ment level each training round. Clients with an increasing alignment level will be

detected as suspicious.

2.2.3 Defense against backdoor attacks

Local and Central Differential Privacy (LDP/CDP)

Naseri et al. [2020] propose in their work Local and Central Differential Privacy

(LDP/CDP) as a defense mechanism against backdoor attacks. Both of them can

defend against backdoor attacks and white-box membership inference attacks, but

they are not robust to property inference attacks.
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FederatedReverse

FederatedReverse is a defense technique against image backdoor attacks, which has

4 parts. Firstly, a reverse trigger will be generated for each label by participants

with help of reverse engineering. Secondly, the central server creates global reverse

triggers by using global reverse trigger generation. Thirdly, in order to find out

malicious samples, the central server performs outlier detection. In the fourth

part, the model repair liquidates all samples of an attacker. [Zhao et al., 2021]

Norm thresholding of updates

The norm thresholding of updates has a global model setting to not accept samples,

which are above a certain threshold. [Sun et al., 2019]

Neuron Pruning Methods

Wu et al. [2020] compare two neuron pruning methods. The first method uses

a ranking vote, which helps to maintain security and privacy because there is

no need of knowing about real values. Clients average their value and compose

ranking vote in the last convolutional layer. The second method provides more

protection for the clients’ privacy. Clients assign neurons as ”0” (to be pruned)

or ”1” (not to be pruned) by using a pruning rate provided by the global server.

After that, the global server provides a majority vote for all neurons. In the end,

by ranking vote as well as by majority vote the server removes all neurons till the

point, where the accuracy on the validation dataset is under a certain threshold.

Table 2.1 – Risk Evaluation

Gradient Membership In-
ference

Data Poisoning Gradient Attack

Traffic Flow - + -
Energy Demand (+) + +
Eco-routing + + +
Vehicular Object
Detection

(+) + (+)

Parking Space Es-
timation

+ (+) +
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Table 2.2 – Identifying Countermeasures

Gradient Data Poisoning Membership Inference
Local Differential pri-
vacy (LDP)

Reliable worker selection
e.g. Blockchain

Differential privacy
(LDP/CDP)

Gradient perturbation
with additive noise

Poisoning detection e.g.
error rate, loss function

Homomorphic encryp-
tion

Gradient squeezing with
controlled local training
iterations

Secure multiparty com-
putation
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3 WP3 - Assessing Countermeasures

The objective of work package 3 is the identification and subsequent assessment of

suitable countermeasures against the in WP2 defined attack scenarios for the use

cases developed in WP1. In WP3.1, the identified countermeasures are discussed

and compared, under consideration of the trust scenarios identified in WP2. In

WP3.2 we construct a designated test network to evaluate the effectiveness and ef-

ficiency of the identified countermeasures. We determine the potentially achievable

level of data protection for the identified use cases. The feasibility of countermea-

sures in the individual scenarios and the added value through distributed learning

is discussed.

3.1 WP3.1 - Identification of countermeasures

In this section we present the different trust scenarios and several possible attacks.

We then also take a look at the possible de-identification techniques.

3.1.1 Federated learning trust scenarios and

countermeasures

The general architecture of the FL LSTM model is shown in Figure 3.1. There we

also indicate the possible places an attack can happen with an open lock.

Data poisoning attack

In this scenario one or more vehicles are not trustworthy. These attacking vehicles

are poisoning the central model with gradient updates from mislabeled data. In

general two different model poisoning attacks exist. First, the attacker aims to

decrease the accuracy of the overall model (untargeted). In our example, the
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Figure 3.1 – Architecture and threats

accuracy for all squares would be reduced. Second, the attacker aims to achieve a

misclassification in a certain class (targeted). An example is the wrong prediction

of the energy consumption at a specific time of the day in a certain square. Based

on the results in WP2 we summarize backdoor attacks (poisoning several rounds),

model replacement attacks (single shot backdoor), sybil attacks (several IDs to

poison) and label flipping as model poisoning attacks.

Figure 3.2 – Countermeasures. Data Poisoning

We have identified the following solutions for our scenario to mitigate model poi-

soning. First, poisoned data can be detection by e.g., comparing the loss functions.

Second, a reliability management can be implemented that only allows trusted par-
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ticipants, e.g., using blockchain technology. The major drawback of this method is

that rare events may be not learned because they are rejected from the detection

algorithm. Third, trusted execution environments (TEE) can be used to ensure

that the code and data are not changed. Nevertheless, unintended data can still

be created e.g., by running vehicles on a test stand.

Privacy implications: Although this attack is a serious threat for federated

learning the direct privacy impact of this attack for a certain user is low. But in

case a trust management is included the question of fairness and ethical correct

detection of untrustworthy participants has to be taken carefully into account.

Figure 3.3 – Countermeasures. Membership Inference Attack - Server

Membership inference attacks

In a membership inference attack the attacker aims to observe the output of a

certain model to make conclusions about the training data, e.g., by reconstructing

data used to train a local model. Attacker can be the central server attacking the

model of a certain vehicle, another vehicle attacking the global model or a third

person (see Figure 3.4).

The solutions to mitigate this attack all base on the principle to make the

reconstruction of a model more difficult. First, this can be done by using HE.

We evaluate HE as very strong but also very complex to be implemented. With

SMPC the gradients can be protected by using SMPC to perform the aggregation
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Figure 3.4 – Countermeasures. Membership Inference Attack - Server

algorithm between the vehicles before sending the gradients to the central server.

This only works for an aggregation between vehicles but not for the gradients of

the central server. Central and local differential Privacy (LDP/CDP) can be used

to protect the vehicles gradients as well as the model’s gradients. This technique

is strong but has an impact on accuracy.

Privacy implications: In our scenario, an attacker could receive insights in the

past GPS data and therefore reveal the motion profile of a certain vehicle. Also

the energy consumption of a vehicle can be interesting for an attacker because it

contains information about the driving profile.

Gradient attacks

In a gradient the attacker aims to recover data after eavesdropping on the commu-

nication between the global server and the participants. State-of-the-art gradient

inversion attacks are strong because they can make assumptions about batch nor-

malization statistics and also about the private labels [Huang et al., 2021b] (see

Figure 3.5).

The mitigation strategy against gradient attacks also uses de-identification tech-

niques to increase the difficulty of eavesdropping on the communication between

the global server and the participants. This again includes HE, SMPC, LDP and

CDP with the above described advantages and disadvantages.
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Figure 3.5 – Countermeasures. Gradient Attack

Figure 3.6 – Countermeasures. Gradient Attack

Privacy implications: In our scenario, the attacker can start a model inversion

attack after reveling the gradients. Again, this will then reveal the past GPS

data and therefore reveal the motion profile of a certain vehicle. Also the energy

consumption of a vehicle can be interesting for an attacker because it contains

information about the driving profile.

Summary table for FL extensions

In Table 3.1 we summarize the countermeasures that can be used in combination

with federated learning, e.g. differential privacy, secure multiparty computation,

homomorphic encryption.
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Table 3.1 – Identifying Countermeasures

Gradient Data Poisoning Membership inference
Local Differential pri-
vacy (LDP)

Reliable worker selection
e.g. Blockchain

Differential privacy
(LDP/CDP)

Gradient perturbation
with additive noise

Poisoning detection e.g.
error rate, loss function

Homomorphic encryp-
tion

Gradient squeezing with
controlled local training
iterations

Trusted execution envi-
ronment (TEE)

Secure multiparty-
computation

3.1.2 ESA trust scenarios and countermeasures

In this section we describe problems that can arise within the ESA architecture.

Trust boundaries

In the ESA architecture several trust boundaries exist. These trust boundaries

can be corrupted and thereby data of a single vehicle can be linked and revealed.

The trust boundaries are depicted in Figure 3.7.

Figure 3.7 – ESA Architecture adapted to the energy demand prediction use case (compare
Bittau et al.) (2017)

A mitigation strategy is e.g. proposed by Erlingsson et al. [2020] who introduce
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a shuffling layer of K independent shuffler what gives the driver the opportunity

to choose a shuffler that matches their privacy needs.

Membership inference attacks in ESA

Again, in a membership inference attack the attacker tries to reconstruct the out-

put of a model that was built on the data to make conclusions about the training

data, e.g., by reconstruct data used to train a local model. In the ESA architecture,

this kind of attack can for instance be performed by an analyser.

This attack can be mitigated by the architecture itself if the correct values for

the batchsize are chosen:

Setting the correct ϵ: The ϵ value is also known as privacy budget and should

be aimed to be kept as low as possible e.g. 0.05. A very low ϵ value is a good

indicator for a good anonymization but should not be treated as a guarantee. Also

a visualization of the anonymized data that is then compared to the real data or

a test by using a membership inference attack should be considered.

Setting the correct threshold The threshold is relevant to built the group a

single vehicle can hide in. If it is set to low, a vehicle cannot be hidden in the

crwod what has a negative effect on the privacy. In general, [Bittau et al., 2017]

recommend a batch size of 20. A to high batchsize is in general not bad for the

privacy but can have a negative impact on the performance and accuracy of the

model.

3.2 WP3.2 - Demonstrators

In this section we present the FL approach and the ESA demonstrators. During

the implementation phase of the FL demonstrator, the shortage of data of vehicles

that are driving at the same time and the small trip duration impeded the imple-

mentation so strongly that we decided to utilize the ESA architecture instead of

the FL demonstrator for this use-case. This solution provides us to mitigate the

obstacle of the lack of data and provides better results. Therefore, we will provide
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the approach of the FL architecture and then continue explaining the ESA archi-

tecture. Finally, we compare both technologies based on the existing results and

give an outlook on future implementations.

3.2.1 Data preparation

Oh et al. [2019] created an extensive dataset, titled VED (Vehicle Energy Dataset),

which includes information about the fuel and energy consumption of 383 personal

vehicles in Ann Arbor, Michigan, USA (see Figure 3.8 and Figure 3.10).

Figure 3.8 – Google Maps

Source: Google Maps

Figure 3.9 – Graph based on GPS lo-
cations

Source: Generated from OpenStreetMap data with
OSMX by Sonja Rieger GUF

Onboard OBD-II loggers from Nov, 2017 to Nov, 2018 were used to investigate

GPS trajectories, fuel, energy, speed, and auxiliary power usage data of vehicles. In

total, the dataset captures 374,000 miles, driven by vehicles in varying conditions,

ranging from highways to downtown areas (see Table 3.2).

Table 3.2 – Vehicle Energy Dataset (VED)

Personal vehicles (Total) Gasoline vehicles HEVs PHEV/EVs
383 264 92 27

The dataset is divided into two parts: Dynamic Data and Static Data. Each

part captures 383 vehicles from a different perspective.

The Dynamic Data includes a week’s worth of time-stamped naturalistic driv-

ing records. The table of the Dynamic Data represents data in the following
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columns: DayNum, VehId, Trip, Timestamp(ms), Latitude[deg], Longitude[deg],

Vehicle Speed[km/h], MAF[g/sec], Engine RPM[RPM], Absolute Load[Percent],

Outside Air Temperature[DegC], Fuel Rate[L/hr], Air Conditioning Power[kW],

Air Conditioning Power[Watts], Heater Power[Watts], HV Battery Current[A],

HV Battery SOC[Percent], HV Battery Voltage[V], Short Term Fuel Trim Bank

1[Percent], Short Term Fuel Trim Bank 2[Percent], Long Term Fuel Trim Bank

1[Percent], Long Term Fuel Trim Bank 2[Percent].

The Static Data on the other hand captures vehicle parameters of all 383 vehi-

cles. The dataset, inter alia, includes data from three 2013 Nissan Leaf, which are

pure EV vehicles. The following columns are represented in the table of the Static

Data: VehId, EngineType, Vehicle Class, Engine Configuration and Displacement

Transmission, Drive Wheels, Generalized Weight[lb] (see Table 3.3 and Table 3.4).

Table 3.3 – Data preparation. Selected Data
Day
Num

Veh
Id

Trip Time
stamp
(ms)

Lati
tude
[deg]

Longi
tude
[deg]

Vehicle
Speed
[km/h]

MAF
[g/sec]

Engine
RPM
[RPM]

Absolute
Load
[%]

OAT
[DegC]

Fuel
Rate
[L/hr]

Air
Con-
di-
tion-
ing
Power
[kW]

Air
Con-
di-
tion-
ing
Power
[Watts]

148.8
119
5262

7 1328 0 42.31
5905
2778

-83.7
3422
66667

69 6.239
9997
7112

1143 14.90
1961
3266

10 NaN NaN NaN

148.8
119
5262

7 1328 200 42.31
5905
2778

-83.7
3422
66667

69 6.260
0002
2888

1118 15.29
4117
9276

10 NaN NaN NaN

Table 3.4 – Data preparation. Selected Data

Heater
Power
[Watts]

HV
Battery
Cur-
rent[A]

HV
Battery
SOC[%]

HV
Battery
Volt-
age[V]

Short
Term
Fuel
Trim
Bank
1[%]

Short
Term
Fuel
Trim
Bank
2[%]

Long
Term
Fuel
Trim
Bank
1[%]

Long
Term
Fuel
Trim
Bank
2[%]

NaN NaN NaN NaN -4.6875 0.78125 -
2.34375

-
2.34375

NaN NaN NaN NaN -4.6875 0.78125 -
2.34375

-
2.34375
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Table 3.5 – EV Data Used
VehId Trip DayNum Latitude Longitude Vehicle

Speed
Outside
Air Tem-
perature

Battery
Voltage

Battery
Current

Energy
Con-
sump-
tion

1 371 82.45... 42.24... -83.76... 33.6... 30.25... -441... 319.5... 9.48

Table 3.6 – ICE Data Used

VehId Trip DayNum Latitude LongitudeVehicle
Speed

Engine
RPM

Energy
Con-
sump-
tion

1 371 82.45... 42.24... -
83.76...

33.6... 845 9.48

Preparation of GPS data

To predict the energy demand for the city in this model, we separate the city into

9 squares (see figures 3.11). All squares are of the same size and each vehicle is

mapped to exactly one square at a time t. The sum of the energy consumption

at a time t in a square is defined as the actual energy consumption in a specific

square.

Figure 3.10 – Graph based on GPS
locations

Figure 3.11 – Graph based on GPS
locations

Preparation of energy consumption

The multiplication of battery voltage (“HV Battery Current[A]”) and current

(“HV Battery Voltage[V]”) has as a result the target feature of energy consump-
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tion for EV. The outcome can be both positive and negative, because of battery

current. It has positive values when charging during driving using the technique

of regenerative breaking. But when the energy is consumed the battery current

has negative values. The battery voltage has only positive values. Oh et al. [2019]

EnergyConsumption = HV BatteryCurrent[A] ∗HV BatteryV oltage[V ] (3.1)

With A = Ampere and V = Volt

An approach data based on a dummy code can be applied to calculate the

remaining fuel rates using the given OBD-II data. 1 The fuel rate for ICE vehicles

can be calculated by the multiplication of a correction rate and mass air flow, if

the MAF is given. The correction rate considers the air composition of fuel and

air. For its calculation there are following information is needed: Short-Term Fuel

Trim Bank 1 (STFT) and Long-Term Fuel Trim Bank 1 (LTFT) and the air fuel

ratio (AFR), which standard value is 14.7 and can be used for gasoline vehicles.

Rimpas et al. [2020]

FuelRate[g/s] = massairflow(MAF ) ∗ correction (3.2)

correction = (1 + STFT ∗ 1

100
+

LTFT

100
) ∗ 1

100
AFR (3.3)

STFT=short term fuel trim; LTFT=long term fuel trim; AFR=air fuel ratio

The average of STFT trims 1 and 2 is used for the calculation, if they both are

given. When the MAF is in the measuring unit of g/s, then there is a need of

its conversion to the measuring unit of the fuel rate given 2 in other data records.

Meseguer et al. [2015] have proposed the following formula:

FuelRate[l/h] =
(MAF ∗ 3600)
airfuelratio

∗ fueldensitygasoline (3.4)

1OBD-II scanners are used to perform an emission test. They show better results in the mini-
mizing the “emission” produced by vehicles. Tim Miller: ”OBD2: The definite guide about
on-board diagnostics II”

2Meseguer et al. [2015] use the term of “Fuel Flow” instead of “Fuel Rate”. To keep consistency
the original term used in Oh et al. [2019] is maintained.
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with an AFR of 14.7 as standard and a fuel density of gasoline with 820.

To calculate mass air flow, if there is not any MAF data available, the following

information is needed: the absolute load (“Absolute Load [%]”), the air resistance

(“pair”), the displacement of the engine (Displacement(eng)), the engine speed in

rotation per minute (“Engine RPM [RPM]”), the correction rate and a standard

air resistance of 1.184 3. Meseguer et al. [2015]

massairflow(MAF ) = 1.184[g/l]∗AbsLoad∗ 1

100
∗
(
Displacementeng)[l]∗

1

2
∗RPM [RPM ]∗ 1

60
(3.5)

Oh et al. [2019] are using the formula also in this form:

massairflow(MAF ) =
AbsLoad

100
∗1.184[g/l]∗

(
Displacementeng)[l]∗

EngineRPM [RPM ]

120
(3.6)

From the static data field “Engine Configuration” can be derived the displace-

ment of the engine, because it was not directly given. In liters is given the infor-

mation about the displacement is before the “L”. It is given the exemplary value

if “4-FI 1.5L”. There are also other data records, which can not be considered for

the prediction model for the reason that they did not offer any of the fields used

for fuel consumption above and therefore do not offer a target feature.

Data preparation for Federated Learning

Final input data for LSTM: In Figure 3.12 we provide an overview of the first 5

rows of the data of Vehicle 416, Trip 710. In this test run, we have aggregated the

time of the trip to 15 seconds. The variable square is the assignment of the GPS

location to a square in the map.

Test run local LSTM: Before building a federated network we want to better

understand the data prediction on a single vehicle. Therefore, we built a model

for only a single trip (Vehicle 416, Trip 710). This model loss of the test run

3For the calculation of the MAF another source than the dataset proposing paper has been
used. Therefore the following formula is using a standard air resistance of 1.184.
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Figure 3.12 – Selected Data

is shown in Figure 3.13. Figure 3.14 provides an overview of the actual energy

consumption during this trip.

Figure 3.13 – Model Loss

Figure 3.14 – Energy Consumption

In Figure 3.15 we show the architecture of the lstm in the left and all trips of

Vehicle 416 on the right. In this architecture, we have implemented a masking

layer to not learn time series data that is marked with a −1. The input data for

this model is a complete time series from beginning of the experiment to the end.

Missing time stamps are marked with −1. On the right of Figure 3.15 we can see

that the vehcile was not driving in the second half of the experiment.
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Figure 3.15 – Missings in time Series

Data preparation for ESA

For the tests with the ESA architecture, we have split the dataset into EV and

ICE vehicle and show the used data in Table 3.7 and Table 3.8. Crowd IDs were

assigned based on the time and the geo loation to be later used in the shuffling step.

We have seperated the map into 100 squares and assigned square IDs accordingly.

Table 3.7 – EV data used in the prototype
VehId Trip DayNum Latitude Longitude Vehicle

Speed
Outside
Air
Tem-
pera-
ture

Battery
Voltage

Battery
Current

Energy
Con-
sump-
tion

1 371 82.45... 42.24... -83.76... 33.6... 30.25... -441... 319.5... 9.48

Table 3.8 – ICE data used in the prototype
VehId Trip DayNum Latitude Longitude Vehicle

Speed
Engine
RPM

Energy
Consump-
tion

1 371 82.45... 42.24... -83.76... 33.6 845 9.48

3.2.2 Federated Learning Pre-Test of Demonstrator

In this section we aimed to construct a test network for different tasks to evaluate

the attack scenarios identified in section 3.1.2. The architecture that we planned
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can be found in Figure 3.16. The pre-tests did not show promising results. The

main reason for this is a lack of data that is required to train the LSTM and a

lack of existing prototypes that provide parameter tuning for an LSTM in a FL

environment.

Figure 3.16 – De-identifying transmitted data

From the conducted pre-tests we are able to draw some conclusions for the

federated model. First, to build a complete time series for learning, masking layers

have to be implemented. It is important to make sure that not only masked data

is used for training. Second, the aggregation to 15 seconds might be too strong

since there is a high fluctuation in energy consumption as shown in Figure 3.14.

The aggregation might have a negative impact on model performance. Third, with

regard to privacy, GPS data can have a positive impact on accuracy and should

therefore not be transformed to a square ID before the learning.

3.2.3 Encode, Shuffle, Analyse (ESA)

In the following we will introduce the Encode, Shuffle, Analyse (ESA) architecture

that uses Local Differential Privacy. There are three threats that arise as a result

of the ESA architecture:
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Table 3.9 – Threats

Location determination: Breaking perturbation with additional
data helps B-IP to determine GPS lo-
cation.

Vehicle tracking and track local-
ization:

GPS information can be observed by a
malicious B-IP.

Linkability and Profiling: Reidentification of vehicles and cre-
ation of profiles is possible with the
help of personal data.

Approach

The ESA architecture is presented in Figure 3.17 in the way it was introduced

by Bittau et al. [2017]. Figure 3.18 represents all required steps in more detail.

Further we will discuss the steps separately.

Figure 3.17 – ESA Architecture (cf. Bittau et al.)(2017)

As shown in Figure 3.19, the architecture consists of Encoder, Shuffler, and

Analyzer. There are two layers of encryption and corresponding analyzer and

shuffler keys.

There are five steps for the Encoder part: data preparation (e.g.missing values,

outlier), local differential privacy with Laplacian Noise, crowd ID for shuffling,
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Figure 3.18 – ESA Steps in detail

Figure 3.19 – ESA nested encryption
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nested encryption (Layer A and Layer S), and sending data to the Shuffler.

The Shuffler contains four following steps: decryption of the layer S, shuffling by

randomly reordering data records per crowd (size 20), removing metadata (VehId”,

“Trip”, and “DayNum”), sending the data to the Analyser.

For the Analyser there are only two steps to implement: decryption of the layer

A and analysing data, such as energy consumption and Neural Network.

Results

In order to understand real impact of the ESA Architecture and the quality of the

data we will observe the data as well as after applying this architecture, and, in

addition, without implementing ESA. For the latter case we constructed a baseline

model that is indicated with an ϵ of 0 for EV and ICE. In the following we discuss

results only for EVs.

First, we analyze square ID energy consumption for the EVs on the heat map

for ϵ = 0.05 and ϵ = 0.5 with the threshold of 20 for the shuffling. We observe in

Figure 3.20, that much viewer squares are provided after applying the threshold

and ϵ value.

As a second step, we analyze the computed energy consumption per hour, which

is shown in Figure 3.21. The barplot with an ϵ of 5 has a partially analogous

structure as our baseline model, meanwhile the barplot with an ϵ of 0.5 appears to

be strongly dissimilar with the model. At the same same time all three barplots

have identical maximum value.

Then we analyze the MSE of our neural network. In Figure 3.22 it can be seen

that in comparison with the baseline model the MSE for an ϵ of 0.5 converges at

much later periods. For an ϵ of 5 it occurs earlier but the training curve is much

higher than the validation.

Furthermore, we consider data of the ICE vehicle. We show the mean of con-

sumption per square on the heat map and the energy consumption over daytime.

Repeatedly we compare the baseline model of ICE vehicles with the threshold for

ϵ = 0.5 to a value of 20 for the shuffling. From Figures 3.23 and 3.24 it is visible

that the dataset is much larger for ICE. Additionally, heat maps and barplots

appear to be very similar. We assume that the quantity of data has big impact
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Figure 3.20 – Square ID energy consumption EV for ϵ values 0, 0.5, 5

Figure 3.21 – Consumption over daytime EV for ϵ values 0, 0.05, 0.5

Figure 3.22 – MSE EV of ϵ values 0, 0.05, 0.5)

54



Figure 3.23 – Square ID energy consumption ICE for ϵ values 0, 0.5

Figure 3.24 – Consumption over daytime ICE for ϵ values 0, 0.5

on the quality. Therefore, the analysis of the EV data could have shown better

results, if there would be more information available.

3.3 Comparison ESA and FL

In this section we compare the application of both technologies in the scenario of

energy demand prediction. In Table 3.10 we compare ESA and FL based on dif-

ferent factors and issues, e.g. involved entities, achieved level of privacy, efficiency

evaluation, and implementation hurdles identified by the prototype.

Entities

Both architectures exhibit a trusted party, therefore it is worthwile to compare

their trust implications. While a malicious central server will be able to learn data
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Table 3.10 – Comparison ESA and FL

ESA FL
Entities

• Analyser (B-IP):
Does not need to
be honest since
data is shuffled.

• Shuffler: Addi-
tional entity that
removes data

• Central Server
(B-IP): Often
required to be
honest. If not LDP
required to de-
identify gradients
what reduces the
accuracy

Privacy Strong (low Epsilon) if
shuffler trustworthy and
enough data is available

Tbd (assumed to be
good for trustworthy B-
IP but a privacy accu-
racy trade-off exists)

Efficiency Only efficient if enough
data available (min 20
per crowd)

For an efficient analysis
enough data is required.

Hurdles

• Data availability /
number of partici-
pating vehicles

• Trust into shuffler

• Key exchange

• Data availability

• Synchronization of
vehicles, especially
between different
vehicle/chip gener-
ations

• GPU power in ve-
hicle

Type of ML Supervised and unsuper-
vised learning

Mostly used for super-
vised learning

and reconstruct models about all participants this is not possible for a malicious

shuffler in the ESA architecture since the inner encryption can only be decrypted

by the analyser. Nevertheless, a collaboration of analyser and shuffler is possible

and has to be prevented.
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Privacy

For the federated learning architecture a strong level of privacy can only be

achieved if the central server is trusted or the transmission paths are protected

with e.g. differential privacy. For the ESA architecture we could show that for

ϵ = 0.05 and ϵ = 0.5 and a batch size of 20 a good level of privacy can be achieved.

Efficiency

For both methods, it has been shown that they only work, if enough data is

available. For the FL architecture we did not find efficient results with the provided

data. For the ESA architecture we were able to show that with ϵ = 0.05 and ϵ = 0.5

and a batch size of 20 for the shuffling usable results with a good level of privacy

can be achieved.

Hurdles

As already mentioned, the implementation hurdles for FL are trust in the central

server, data availability and the synchronization of vehicles. Especially the syn-

chronization has become an issue since first, the different vehicle types cannot be

compared and second, the trip duration is more important than expected at the

beginning.

Also for the ESA architecture some hurdles for implementation have been identi-

fied. Here, also an entity, the shuffler exist that has to be trusted to not collaborate

with the analyser.

Type of ML

During the building of the prototypes we have found rarely examples for unsuper-

vised learning with federated learning. We asses the technology mostly be used for

classification problems. We expect more complex implementations in future that

can also better deal with unsupervised learning problems.

Since the ESA architecture relies on a central analyser, all different types of

machine learning can be used here, e.g. natural language processing.
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3.4 Review of previous results

In this section we will repeat and enrich the aggregated results of the de-identification

techniques with the findings of this report. In Table 3.11 we repeat the overview of

the attribute-evaluation for all de-identification techniques based on the previous

report [Löbner et al., 2021, Rannenberg et al., 2021]. These results were derived

from the de-identification technique specific analysis.

Table 3.11 – Aggregated results of de-identification techniques [Löbner et al., 2021, Rannenberg
et al., 2021]

HE MPC Distr. DP FL K-anon.
Protective effect ⊕ High ⊕ High ⊕ High ⊕ High2 ⊙ Medium
Complexity ⊖ High ⊖ High ⊖ High ⊖ High ⊕ Low
Runtime ⊖ High ⊖ High ⊖ High ⊖ High ⊙ Medium
Degree of maturity ⊙ Medium ⊙ Medium ⊕ High ⊙ Medium ⊕ High
Implement. effort ⊖ High ⊖ High ⊖ High ⊖ High ⊕ Low
Monetary cost ⊙ Medium ⊖ High ⊖ High ⊖ High ⊕ Low
Time blur ⊖ High ⊙ Medium ⊕ Low ⊙ Medium ⊙ Medium
Location obfus. ⊕ Low ⊖ High ⊕ Low ⊕ Low ⊖ High
Processing speed ⊖ Low ⊖ Low ⊕ High ⊕ High ⊙ Medium
Time delay ⊙ Medium ⊖ High ⊙ Medium ⊙ Medium ⊙ Medium
Aggregated data Yes Yes Yes Yes Yes
Truthfulness Yes No Yes 1 Yes No

1(No for GPS) 2(Only if central server is trustworthy)

Protective effect (overall level of privacy that can be achieved through the de-

identification technique): For the distributed differential privacy that is repre-

sented by the ESA Architecture, we still evaluate the protective effect to be high

since we could show that a good protection can be achieved in our scenario . For

FL the evaluation of the protective effect has to be investigated in more details.

In case of a scenario where the central server is trustworthy we still evaluate the

protective effect to be high. In case that the central server is malicious we lower

our evaluation to medium which we indicate with a footnote in the mapping ta-

ble. A good protective effect can still be achieved if the technology is extended by

another de-identification technique.

Complexity (overall complexity to develop, implement and maintain a particular

solution): For both the ESA Architecture and FL the complexity of the technol-
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ogy is still high. But especially for FL it has to be ensured that the models can

run on different platforms or vehicle generations which adds complexity. Since the

ESA Architecture relies on a centralised analysis, data or platform issues can also

be handled centrally.

Runtime (time that the overall solution for a use case needs to perform all nec-

essary tasks): In our use case we have not investigated the execution time due to

the scientific set up of entities.

Degree of maturity (scientific and commercial advancement of a de-identification

technique): To implement the ESA Architecture was no big issue since all the

steps that have assigned tasks, e.g. shuffler and analyser are well defined in the

literature. Also extensions exist already. For FL a lot of academic literature exists

already, but the implementation can be complex since an alignment of hardware

and software is necessary among different devices, if the architecture should not

be recreated from scratch. Therefore, we stick to the previous evaluation.

Implementation effort (overall effort that needs to be taken to implement the

solution for a specific use case): Especially with creating extra entities such as the

shuffler in the ESA Architecture and the central server in FL extra implementation

effort has to be expected. Also not all hardware in the FL architecture might be

able to train a network which can generate issues among different generations of

devices. Therefore, we stick to the previous evaluation.

Monetary cost (cost of development and procurement of all necessary hard- and

software): We stick to the previous evaluation since extra entities come with extra

costs.

Time blur (degree to which data loses information that are related to a specific

time point): Based on our results we would not change the evaluation but want

to add that data in the ESA Architecture can get lost if the batch size is not

reached or can be changed by the local differential privacy layer.
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Location obfuscation (degree of obfuscation applied in a specific scenario, e.g.

aggregated on a street, city or kilometer basis): The location obfuscation can be

set based on the use case. A good model should show a low location obfuscation

for both ESA and FL.

Processing speed (execution time of the de-identification technique itself): The

execution time fits the use case.

Time delay (delay with which data is reported and can be acted upon): Both

technologies need to build batches. In the ESA Architecture they are used to hide

vehicles. In FL the batches are used to improve the model. Therefore, we stick to

the evaluation of medium.

Aggregated data (describes a state in which data that is gathered during a use

case is aggregated and thus a loss of information in the data occurs): In both

cases data is aggregated. Therefore, the evaluation is correct.

Truthfulness (describes whether input data and output data are equal when

using a de-identification technique): In our scenario, truthfulness of data does

not exist in the ESA Architecture since we used differential privacy on all data

and the metadata is removed. This can change according to the scenario. With

FL, trustfulness does exist if a local model is used but it does not exist for the

gradients of the trained model, especially if the gradients are protected by e.g.

differential privacy.
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4 Outlook

In this work we have enriched the findings from the current status of academic

literature on two de-identification techniques: Federated Learning (FL) and the

Encode, Shuffle, Analyse (ESA) architecture that implements distributed differen-

tial privacy in a combination with an additional shuffler step to break the linkability

of participating entities.

This report focuses on the construction of a demonstrator to identify implemen-

tation hurdles and to identify possible countermeasures. This is done using vehicle

location data for energy demand prediction.

Our findings demonstrate that although FL and the ESA architecture were, in

the beginning and based on theoretical knowledge, both suitable for the use-case,

they exhibit different characteristics. While we initially planned to implement an

FL approach, we found during our pre-test that this technology does not work

considering the requirements of our energy demand prediction use-case. It is im-

portant to mention that this does not mean that FL should not be used in vehicular

use cases at all, but it holds for this use case. This provides valuable insights in the

current implementation issues and strengths and weaknesses of the current state

in practice of FL.

With the implementation of the ESA architecture we enriched the results of the

previous evaluation of de-identification techniques by the findings of this demon-

strator and were able to validate almost all of them. We conclude that both models

require substantial amounts of data of many vehicles at the same time. Although

we were able to show that a strong level of de-identification of data is possible with

the ESA architecture we also find that the accuracy increases with the amount of

data provided.

In future we aim to validate also the other proposed de-identification techniques

in the framework from [Rannenberg et al., 2021] to obtain a validated framework

for all de-identification techniques.
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